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NMR Methods for Studying the Structure and
Dynamics of RNA
Michael P. Latham,[a] Darin J. Brown,[a] Scott A. McCallum,[a, b] and Arthur Pardi*[a]


1. Introduction


RNAs have been shown to play important roles in an increas-
ing variety of biological functions, with functions ranging from
carrying genetic information to catalysis and regulation. One
of the goals of RNA structural biology is to understand how
structure and dynamics lead to a specific function of an RNA.
Solution NMR spectroscopy represents an important tool for
probing the structure and dynamics of RNA and RNA–protein
or –ligand interactions. In addition, NMR relaxation methods
can be used to obtain dynamic data on timescales ranging
from picoseconds to seconds.


In the past few years, the molecule size limit for studying
RNA by NMR spectroscopy has increased to beyond 20 kDa.
The “divide-and-conquer” approach has long been used to
study the structure of smaller pieces of large RNAs. However,
general methods were not readily available for combining data
from the individual fragments for use in the structure refine-
ment of the larger RNA. Structure determinations of larger
RNAs are becoming more routine with recent advances in iso-
topic-labeling strategies, the ability to directly determine hy-
drogen-bonding interactions, and methods for obtaining the
global structure of a molecule through long-range structural
constraints. The measurement of residual dipolar coupling
data in partially oriented media is having an enormous impact
on the ability to determine the global structures of RNAs,
which are often comprised of multiple helical domains. In addi-
tion, dynamic information on RNA has become accessible
through NMR relaxation data. Some of these developments in
NMR studies of RNA have recently been reviewed.[1,2] Thus, we
will focus here on methodologies that we expect will signifi-
cantly impact NMR studies of RNAs: improvements in the ac-


quisition and analysis of residual dipolar coupling data, novel
applications of HNN-COSY techniques to probe secondary and
tertiary structure, and additional isotopic-labeling strategies
that simplify the NMR spectra of larger RNAs. We will also pres-
ent 13C-relaxation data on the minimal hammerhead ribozyme,
demonstrating that the conserved core in this catalytic RNA
has multiple residues with microsecond dynamics.


2. Synthesis and Purification of RNA Samples
for NMR Studies


One of the challenges in NMR studies of RNA is the require-
ment for milligram quantities of pure (usually 13C- and/or 15N-
labeled) material. Most RNA oligomers for NMR spectroscopy
are synthesized by in vitro transcription with a DNA-dependant
RNA polymerase, such as T7 RNA polymerase.[3] RNA can also
be produced by chemical synthesis and this is a practical
option for small, unlabeled RNAs. T7 RNA polymerase requires
a guanine residue on the 5’ end of the RNA transcript, and the
efficiency of the transcription reaction is very dependant on
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Proper functioning of RNAs requires the formation of complex
three-dimensional structures combined with the ability to rapidly
interconvert between multiple functional states. This review
covers recent advances in isotope-labeling strategies and NMR
experimental approaches that have promise for facilitating solu-
tion structure determinations and dynamics studies of biological-
ly active RNAs. Improved methods for the production of isotopi-
cally labeled RNAs combined with new multidimensional hetero-
nuclear NMR experiments make it possible to dramatically reduce
spectral crowding and simplify resonance assignments for RNAs.
Several novel applications of experiments that directly detect hy-
drogen-bonding interactions are discussed. These studies demon-
strate how NMR spectroscopy can be used to distinguish between
possible secondary structures and identify mechanisms of ligand


binding in RNAs. A variety of recently developed methods for
measuring base and sugar residual dipolar couplings are de-
scribed. NMR residual dipolar coupling techniques provide valua-
ble data for determining the long-range structure and orientation
of helical regions in RNAs. A number of studies are also presented
where residual dipolar coupling constraints are used to determine
the global structure and dynamics of RNAs. NMR relaxation data
can be used to probe the dynamics of macromolecules in solu-
tion. The power dependence of transverse rotating-frame relaxa-
tion rates was used here to study dynamics in the minimal ham-
merhead ribozyme. Improved methods for isotopically labeling
RNAs combined with new types of structural data obtained from
a growing repertoire of NMR experiments are facilitating structur-
al and dynamic studies of larger RNAs.
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the specific sequence at the 5’ end of the RNA. In vitro tran-
scription with T7 RNA polymerase often produces inhomoge-
neous 3’ ends due to the incorporation of one or more extra
random-sequence nucleotides by the polymerase.[3] This prob-
lem can be reduced by substituting a 2’-methoxyribose sugar
for the last two nucleotides (or only the penultimate nucleo-
tide) on the DNA template.[4]


Other methods have also been developed for improving the
yield and reducing the heterogeneity of RNA produced by in
vitro transcription with T7 RNA polymerase. For poorly tran-


scribing RNAs, the addition of a sequence at the 5’ end that
transcribes more efficiently followed by cleavage of this se-
quence with template-directed RNase-H can substantially im-
prove the large-scale production of RNA.[5] Heterogeneity at
the 3’ (and 5’) end(s) of T7 transcripts can be completely over-
come by employing cis- or trans-acting ribozyme(s) that specif-
ically cleave the transcript to leave homogeneous length
RNA.[6,7] Eliminating the heterogeneity at the 3’ (and if necessa-
ry 5’) end of the RNA significantly improves the yield of the
desired RNA and enormously simplifies the purification.[8]


NMR structures of small RNAs can be obtained from studies
of unlabeled molecules, but the high degree of overlap in RNA
spectra means that 13C and/or 15N labeling is required for NMR
studies of most larger RNAs. Labeled nucleotides are typically
obtained by growing bacteria on a minimal medium with
15NH4Cl as the only nitrogen source and/or 13C-glucose or 13C-
methanol as the only carbon source.[9–11] The RNA is extracted
and degraded to ribonucleoside monophosphates (rNMPs),
which are then purified and enzymatically phosphorylated to
ribonucleoside triphosphates (rNTPs). The rNTPs are substrates
for T7 RNA polymerase, so this approach yields uniform label-
ing of the RNA. The four rNMPs can also be separated, convert-
ed into their triphosphates, and used to generate RNA oligo-
mers where only a subset of nucleotide types is isotopically
labeled.[9,11] It is also possible to overexpress the RNA in Escher-
ichia coli from a plasmid and then purify the expressed
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RNA.[12–14] This substantially reduces the cost and labor for pro-
ducing isotopically labeled RNAs, but this procedure is not
generally applicable because it requires the RNA to be highly
resistant to nuclease degradation in E. coli.


2.1. Selective isotopic-labeling procedures for RNA


Various isotopic-labeling strategies have been developed to
help simplify the resonance assignments and improve the
spectral properties of RNA oligomers. Rapid relaxation of the
nuclear spins becomes a major problem for larger molecules;
therefore, the ability to generate highly deuterated samples
has become critical for NMR studies of larger proteins. Several
complementary approaches have been developed for obtain-
ing highly deuterated and isotopically labeled RNAs. Nikono-
wicz and co-workers generated deuterated rNTPs by growing
E. coli in highly enriched 2H2O, with 15NH4Cl as the
only nitrogen source and 2H-enriched acetate as the
only carbon source.[15] The 2H,15N-labeled RNAs pro-
duced with these rNTPs had improved relaxation
properties for their exchangeable amino and imino
protons. This perdeuteration procedure also im-
proved the signal-to-noise ratio and reduced spectral
overlap in NOESY spectra. A further modification of
this procedure allowed back protonation of the H8
atoms on purines and H5 atoms on pyrimidines in an
otherwise highly deuterated and 13C,15N-labeled RNA
sample.[16] The presence of protonated and 13C-la-
beled bases in a mostly perdeuterated sample should
improve the relaxation properties and help simplify
resonance assignment of larger RNA systems.


Williamson and co-workers have developed a pro-
cedure for producing specifically labeled RNAs by
biosynthetically incorporating glucose into rNTPs.[17]


By starting from various combinations of uniformly
or specifically 13C- and/or 2H-labeled glucose, differen-
tial labeling of the proton and carbon atoms in the
ribose ring is possible. Since there is currently no in-
expensive commercial source for isotopically labeled
bases, the bases in these rNTPs are generally not la-
beled. This method has been used to produce RNAs
that are uniformly 13C-labeled in the sugar ring and
deuterated at the sugar 3’, 4’, 5’/5’’ positions.[17] This
gives NMR data on the best-resolved proton signals
in the RNA spectrum, that is, the sugar H1’�C1’/H2’�
C2’ and the base H2/H8/H5/H6 resonances.


Another selective labeling procedure developed by
Hoffman and Holland involves the growth of E. coli
on either 13CH3


12COONa or 12CH3
13COONa as the only


carbon source.[18] This approach leads to complemen-
tary distributions of 13C atoms in the rNTPs prepared
from the E. coli (see above). Thus, carbons that are
13C labeled in one growth condition are unlabeled in
the other. The RNAs produced with this selective la-
beling approach have simplified NMR spectra, which
facilitates assignments of the sugar and base proton
and carbon resonances.


Our group has recently grown E. coli by using 13C-formate
and 12C-glucose as the only carbon sources. In this combina-
tion, 13C-formate is site-specifically incorporated into the C8
position of adenine and guanine bases with >85% efficiency
(see inset in Figure 1), with no evidence of incorporation of
the label at other sites. Figure 1 also shows 2D 1H,13C-HSQC of
the base region of 13C8-labeled purine valine transfer RNA
(tRNAVal). The use of rNTPs from the E. coli grown on 13C-for-
mate leads to the production of specifically labeled 13C8-la-
beled purine RNAs. One valuable application of this specific-la-
beling technique is the elimination of 13C–13C couplings in the
purine ring, which can simplify the analysis of 13C relaxation
data (see Section 5).


For large RNAs, it is often helpful to segmentally label indi-
vidual domains. This is easily accomplished in some systems
by synthesizing the RNA in multiple pieces, where the individu-


Figure 1. The aromatic region of the 2D 1H,13C-HSQC spectrum of the uniformly 15N-la-
beled and purine 13C8-labeled native E. coli tRNAVal. At least 32 of the expected 39 purine
C8�H8 correlations are resolved in this spectrum. The sequence and secondary structure
of native E. coli tRNAVal is shown as an inset in Figure 4. The aromatic region of a 1D 1H
spectrum of 13C8-labeled rNMPs with no 13C decoupling during acquisition is shown in
the lower right corner. The H8 resonances coupled to 13C and 12C carbon atoms are high-
lighted for both G and A. The ratio of the peak intensities was used to estimate that C8
is �87% 13C labeled. The 15N,13C8-labeled native E. coli tRNAVal sample was obtained by
overexpression of E. coli BL21(DE3) cells containing the pVALT7 plasmid.[12, 14] Cells were
grown with 15(NH4)2SO4 (2 gL�1) as the sole nitrogen source and with 12C-glucose (2 gL�1)
and 99% 13C-formate (200 mgL�1; Cambridge Isotopes Laboratories, Inc. , Andover, MA)
as the carbon sources. The purification of tRNAVal was performed as described previous-
ly.[14] This yielded a 1.8 mm tRNAVal sample in 10 mm NaPO4 (pH 7.0), 80 mm NaCl, 5 mm


MgCl2, 0.1 mm EDTA (pH 8.0), and 10% D2O. For the 13C8-labeled rNMP sample, complete
RNA was digested into monomers and exchanged into D2O. All NMR experiments were
preformed on a 500 MHz Varian INOVA spectrometer equipped with a Varian pulsed-field
gradient HCN probe at 25 8C. The 2D 1H,13C HSQC spectra on tRNAVal were collected with
256M1024 (t1,t2) complex points and 252 scans per FID. Spectra were processed with the
NMRPipe/NMRDraw software and analyzed with the Sparky program.[91, 92]
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al strands are held together by double-helical regions (such as
the hammerhead ribozyme shown in Figure 9A, below). In
other RNAs it is not possible to form a stable functional mole-
cule by combining multiple strands. To overcome this problem,
Puglisi and co-workers have described a method for the liga-
tion of differentially labeled strands utilizing T4 RNA ligase and
have applied this to an NMR study of the 310-nucleotide inter-
nal ribosome entry site (IRES) RNA.[19] The T4 RNA ligase has
specific nucleotide and loop-forming requirements for efficient
ligation,[20] but if these criteria are met, it can give high yields
for ligation. Figure 2 shows a schematic representation of the
procedure in which a 50% yield of purified ligated IRES RNA
was obtained. NMR studies showed that the secondary struc-


ture of the isolated domain II is the same as domain II in the
full IRES RNA. Segmental-labeling approaches, with or without
ligation, will be essential for studies of larger RNAs.


2.2. Improved methods for purification of RNA


After production of the RNA by in vitro transcription, the
target RNA must be purified from the reactants, template, and
abortive transcripts. Traditionally, denaturing (8m urea) PAGE is
used to purify RNA. This method has the advantage of being
able to separate large quantities of RNA with single-nucleotide
resolution. Two different HPLC strategies have been used to
purify RNA: ion-pairing reversed-phase HPLC and denaturing


anion-exchange HPLC.[21] For ion-pairing reversed-
phase HPLC, a hydrophobic positively charged
counter ion is used, and the RNA is eluted by in-
creasing the concentration of this counter ion. For
anion-exchange HPLC, heating of the column dena-
tures the RNA, and increasing salt concentration
elutes the RNA. In our experience these HPLC meth-
ods work well for separating smaller RNAs but are
not able to resolve large RNAs (>30 nucleotides) as
well as PAGE. All three of these techniques require
that the purified RNA is desalted, dialyzed into ap-
propriate buffer, and refolded into its active confor-
mation.


Lukavsky and Puglisi have recently employed
size-exclusion chromatography to purify large RNAs
produced by in vitro transcription with T7 RNA
polymerase.[22] Transcription from a linearized plas-
mid template often produces relatively pure tran-
scripts for larger RNAs, especially when the tran-
script is processed to eliminate 3’ heterogeneity.[6]


This method was used to produce a large IRES RNA
(310 nucleotides). The restriction endonuclease and
T7 RNA polymerase were removed from the tran-
scription reaction by phenol/chloroform extraction.
The target RNA was then purified away from the lin-
earized template by size-exclusion chromatography.
This method produced high-purity IRES RNA in
NMR spectroscopy quantities.


A general, very efficient, affinity-tag-based purifi-
cation procedure has recently been reported by
Kieft and Batey.[23] The target RNA (RNA X in
Figure 3) is cloned into a transcription vector con-
taining both a mutant hepatitis delta virus ribozyme
and an affinity-tag RNA on the 3’ side of the target
RNA. The mutant hepatitis delta virus ribozyme re-
quires high levels of imidazole for activity and
therefore little or no cleavage occurs during the
transcription reaction. The affinity tag consists of
two stem loops from the Thermotoga maritima
signal-recognition particle (SRP) RNA that bind with
very high affinity to the T. maritima SRP protein Ffh.
Figure 3 shows the general scheme for RNA purifi-
cation. After in vitro transcription, the entire reac-
tion is passed over an affinity column to which the


Figure 2. Schematic of the procedure for producing segmentally 15N-labeled IRES RNA.
Hammerhead ribozymes and in vitro transcription conditions were used to ensure that
the proper 5’ and 3’ ends were produced for ligation by T4 ligase. Domain II is 15N-la-
beled whereas the rest of the IRES RNA is unlabeled. Reproduced from ref. [19] with
permission. Copyright (2002) American Chemical Society.
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T. maritima Ffh protein has been immobilized. Full-length tran-
scripts bind to the column and incomplete transcripts and un-
incorporated nucleotides are eluted. The target RNA is then
cleaved by the addition of imidazole and eluted from the
column. Washing with high concentrations of ethylenediamine-
tetraacetate (EDTA) can regenerate the column because the af-
finity tag SRP RNA does not bind in the absence of Mg2+ . This
procedure enormously facilities the purification of homoge-
nous length RNA and is likely to become the standard method
for large-scale production of RNAs. Another advantage of this
method is that it avoids denaturing the RNA, which may be
important for obtaining fully active larger RNAs.[23]


3. Direct Detection of Hydrogen-Bonding
Interactions


The HNN-COSY experiment represents a powerful method for
directly observing hydrogen-bonding interactions in 15N-la-
beled nucleic acids. For standard Watson–Crick base pairs, this
experiment correlates the donor and acceptor nitrogen atoms
for hydrogen bonds involving the T/U or G imino protons.[24,25]


Figure 4 schematically shows the magnetization transfer path-
way for this experiment in A–U and G–C base pairs. The critical
aspect of this experiment is that magnetization is transferred
across the hydrogen bond through the two-bond scalar cou-
pling (2JNN’). The HNN-COSY experiment very efficiently transfers
magnetization and therefore can be applied to larger RNAs, as
illustrated by the spectrum of 15N-labeled native tRNAVal shown
in Figure 4.


The sizes of the 2JNN’ coupling constants have been mea-
sured for canonical and noncanonical base–base interactions
in a variety of DNA and RNA systems, and both empirical and
theoretical studies have correlated hydrogen-bond strengths


and lengths with the measured 2JNN’ coupling constants.[24–33]


As a larger database of these 2JNN’ coupling constants becomes
available, it may be possible to incorporate this coupling con-
stant data directly into RNA structure refinements.


It is also possible to directly observe hydrogen-bonding in-
teractions for an imino proton donor and carboxyl oxygen ac-
ceptor in HN(N)-TOCSY and long-range H(N)CO experiments
which transfer magnetization through 4JNN and 3JNC’ couplings,
respectively.[27,34] These are more challenging experiments due
to the additional magnetization transfers and the smaller size
of these couplings, and thus, the application of these methods
to larger RNAs may be more limited.


The HNN-COSY experiment and its variants have been used
to unambiguously determine specific base-pair formation in a
variety of nucleic acids.[26,27,35,36] This experiment has also been
used to distinguish between possible secondary structures in
RNAs. Since there is a large chemical shift dispersion of the ni-
trogen signals, the types of nitrogen atoms involved in the hy-
drogen bond (N1, N3, N7, or N9) can often be determined.
Butcher and co-workers utilized this strategy to define the sec-
ondary structure of the U2–U6 small nuclear RNA from the Sac-
charomyces cerevisiae spliceosome complex.[37] The 73-nucleo-
tide construct contained the region in the U2–U6 RNA com-
plex closest to the pre-mRNA binding site. The 1H,1H-NOESY
and HNN-COSY experiments identified a G–U wobble and two
U–U base pairs, thus indicating that this RNA forms a four-way
junction.


The HNN-COSY experiment was also applied to adenine and
guanine riboswitches by Schwalbe and co-workers.[38] These
purine-sensing RNAs specifically bind adenine or guanine as
part of the regulation mechanism in the metabolic pathway of
these bases. The HNN-COSY experiment was used to identify
hydrogen-bond donors and acceptors involved in the specific
recognition of the ligand by the individual riboswitches. For
example, the HNN-COSY spectrum of the complex between a
15N-labeled adenine ligand and a 15N-uridine-labeled adenine
riboswitch revealed a Watson–Crick base pair between the ad-
enine ligand and a uridine residue in the riboswitch (Figure 5).
An analogous Watson–Crick interaction was observed between
the guanine ligand and a cytidine residue in the guanine ribo-
switch. Hydrogen-bonding interactions were also detected be-
tween the N3/N9 face of the adenine ligand and the N3 of a
uridine residue in the riboswitch, as illustrated in Figure 5. By
combining data for the various base-pairing interactions, the
specific mechanism that each riboswitch uses to discriminate
between purine bases was determined.[38]


The two studies presented above did not rely upon com-
plete resonance assignments. Instead, 1H,1H correlations from
NOESY experiments and hydrogen-bonding interactions from
HNN-COSY experiments were used to determine the secondary
structure or the mechanism for ligand binding. These examples
demonstrate how NMR spectroscopy can be used to unambig-
uously identify standard secondary structure, noncanonical
base pairing, and novel ligand–RNA interactions in RNAs.


Figure 3. Schematic of the native purification procedure for in vitro tran-
scribed RNA by using an RNA affinity tag. The RNA is put on an affinity
column that has the T. maritima Ffh protein immobilized (TmaM) on it. The
RNA of interest (RNA X) is removed from the SRP RNA affinity tag by cleav-
age of the hepatitis delta virus (HdV) mutant C75U with imidazole. The
column can be regenerated by addition of EDTA because the RNA affinity
tag does not bind to the Ffh protein in the absence of Mg2+ . Reproduced
from ref. [23] with permission. Copyright (2004) Cold Spring Harbor Labora-
tory Press.
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4. Applications of Residual Dipolar Couplings
for Probing the Structure and Dynamics of
RNA


Proton–proton distance constraints derived from 1H,1H nuclear
Overhauser effects and torsion-angle constraints derived from
three-bond scalar coupling constants provide tremendous
amounts of short-range data for determining the local struc-
ture of macromolecules in solution. However, these data do
not provide long-range structural information, thereby limiting
the extent to which the global structure of a molecule can be
determined. The lack of long-range structural data is especially
critical in nucleic acids, where the local double-helical structure


can be precisely determined but it is usually not pos-
sible to determine the extent of a helical bend or the
relative orientations of helical regions.[39]


Thus the ability to obtain high-resolution multidi-
mensional NMR spectra in partially ordered systems,
facilitating measurement of residual dipolar couplings
(RDCs), is revolutionizing global-structure determina-
tions of nucleic acids.[40–42] In normal isotropic solu-
tions, dipolar couplings average to zero; however,
partial ordering leads to “residual” dipolar couplings.
If the distance between two NMR-active nuclei is
known (for example, in bonded 1H�15N or 1H�13C
groups), the relative orientation of these internuclear
vectors can be determined. RDCs provide a large
number of long-range structural constraints that
complement the standard NOE and J coupling con-
stant data, therefore allowing for more accurate de-
termination of global structures of large RNAs.[42]


4.1. Improved pulse sequences for measurement
of RDCs in RNA


A wealth of information for the local and global
structure of proteins is being obtained from back-
bone 1H�15N one-bond RDCs.[42] However, 15N label-
ing in RNA only yields a limited number of 1H�15N
RDCs, because many of the G and U imino proton
resonances are not observed due to rapid exchange
with water. Only the subset of imino protons that
form stable intra- or intermolecular hydrogen-bond-
ing interactions can be used to measure RDCs. There-
fore, 13C labeling (or 13C at natural abundance) is
needed for measuring one-bond 1H�13C RDCs. The
best resolved and most easily measured one-bond
1H�13C RDCs are those of C2�H2 in adenine, C8�H8
in purines, C5�H5 and C6�H6 in pyrimidines, and the
ribose C1’�H1’. Spectral overlap in standard 2D
1H,13C-HSQC experiments limits the number of one-
bond residual dipolar couplings that can be obtained
for other groups in the ribose rings of RNAs.


Hydrogen-bonding interactions between aromatic
bases are the major determinate for secondary struc-
ture formation in nucleic acids. Thus, the relative ori-
entations of the bases, including detailed helical pa-
rameters, are commonly used to describe nucleic


acid structures.[43] Since the bases have a fixed geometry, only
three linearly independent RDCs are needed to predict all
other RDCs in the planar base ring.[44,45] However, measure-
ment of additional base RDCs improves the accuracy of the
RNA structure determinations.


Various methodologies have been recently developed for
generating additional RDC data for the bases in RNAs. Three
suites of experiments have been described for measuring one-
and two-bond RDCs in the base, as well as between the N1/N9
and C1’ atoms in RNAs.[44–46] SklenPr and co-workers utilize
spin-state-selective excitation experiments to measure 8–
10 RDCs in the purine rings and 10–15 RDCs in the pyrimidine


Figure 4. Imino region of the 2D HNN-COSY spectrum of uniformly 15N-labeled native
tRNAVal with some representative JNN’ correlations highlighted. The upper inset shows the
magnetization transfer steps for the 2D HNN-COSY. Magnetization is transferred from the
imino proton to the imino nitrogen (arrow labeled a). The magnetization is then transfer-
red across the hydrogen bond during a mixing time (arrow labeled b). After frequency la-
beling in t1, the magnetization is transferred back to the imino proton through the re-
verse process. The lower inset shows the secondary structure of the native E. coli tRNAVal


used in this study. Peaks below 190 ppm in the 15N dimension are of the opposite sign.
15N-labeled native tRNAVal was overexpressed and purified as described in the legend of
Figure 1. This HNN-COSY experiment was preformed on a 600 MHz Varian INOVA spec-
trometer equipped with a pulsed-field gradient HCN probe at 25 8C. 512M1024 complex
points and sweep widths of 5900 and 20000 Hz were collected in t1 and t2. The 15N carri-
er was set at 186.7 ppm. A mixing time of 15 ms was used for the NN-COSY transfer
step. A total of 128 scans were taken per FID. Spectra were processed with the
NMRPipe/NMRDraw software and analyzed with the Sparky program.[91, 92]
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rings.[44] Bushweller and co-workers described a suite of six
multiple-quantum HCN-based experiments to measure four
purine and six pyrimidine one- and two-bond RDCs around the
C6/8 and C1’ atoms.[46] Bax and co-workers described 3D-
TROSY-based pulse sequences for the measurement
of three or four RDCs in purines and seven RDCs in
pyrimidines.[45] Scheme 1 shows which RDCs can be
measured for each of these three approaches. New
experiments are also being developed for the assign-
ment of quaternary carbon signals in the bases,[47,48]


thereby providing additional avenues for measuring
base RDCs.


Given the numerous torsion angles in the sugar–
phosphate backbone of nucleic acids, it is challeng-
ing to adequately define the backbone structure of
nucleic acids from NMR data. By using standard NOE
and torsion angle data, the critical structural informa-
tion used to determine the conformation of the
sugar-phosphate backbone is most likely to be de-
rived from distance constraints between the bases,
instead of constraints for the sugar or phosphate
groups. Thus, additional structural data on the
sugar–phosphate backbone will lead to higher reso-
lution RNA structures.


Bax and co-workers have developed a suite of 2D
and 3D experiments where up to five one-, two-, and
three-bond RDCs can be measured for the ribose
sugar (as well as the sum of various RDCs).[49,50] These
methods focus on the simultaneous measurement of


RDCs involving the ribose C5’�H5’/H5’’ group, as well as the
H1’�C1’�C2’�H2’ group, as illustrated in Scheme 2. In some of
these experiments, several RDCs are measured multiple times
to provide higher precision and accuracy for the RDCs. Valluru-
palli and Moore, as well as Bax and co-workers, have devel-
oped 3D HcCH-COSY and 3D relay HcCH-COSY experiments
that reduce spectral overlap, thereby yielding additional RDCs
for the C2’�H2’ and C3’�H3’groups.[51,52] A 3D experiment has
also been developed for improved measurements of three-
bond C2’�P and C4’�P RDCs.[53] Some of these techniques
have only recently been developed, and thus they have yet to
be generally applied. It will be interesting to see how these ad-
ditional RDC constraints for the sugar and phosphate moieties
improve the quality of NMR structure determinations of RNA.


The procedures described above have focused on the mea-
surement of RDCs for nuclei separated by one, two, and three
bonds. Long-range 1H–1H residual dipolar couplings, contain-
ing distance and orientational information, can also be mea-
sured. The 1/r3 distance dependence has been used in our lab-
oratory to measure long distances (�7 Q) between isolated H2
protons in adenines in a DNA double helix,[54] but the large
number of short-range 1H–1H RDCs hinders practical measure-
ment of most long-range 1H–1H RDCs. Bax and co-workers
have recently demonstrated a procedure for removing homo-
nuclear couplings outside a selected bandwidth.[55] This selec-
tion procedure was applied to H1’ and H5 resonances, and
several RDCs between protons separated by over 9.0 Q were
observed. These long-range distance and orientational con-
straints will provide additional data for calculating structures
by using only RDC data.


Figure 5. Imino region of the 2D HNN-COSY spectrum of the 13C,15N-uridine-
labeled adenine-responsive riboswitch in complex with 13C,15N-labeled ade-
nine. Correlations between two uridine imino groups on the RNA and the
N1 and N3 of the adenine are shown as dashed lines, unambiguously identi-
fying hydrogen bonding between these groups. The inset shows N�H···N hy-
drogen-bonding interactions deduced from the HNN-COSY spectrum.
Arrows indicate correlations seen in 1H–1H NOESY spectra. Reproduced from
ref. [38] with permission. Copyright (2005) National Academy of Sciences.


Scheme 1. One- and two-bond RDCs that can be measured in bases by various NMR ex-
periments. The 1DNH value here is set to 25 Hz, and the color of an arrow represents the
relative magnitude of the RDC (red=50 Hz, blue=25 Hz, green=6–8 Hz, orange=2–
3 Hz). The set of RDCs that can be measured from A) three HCN, HNC, and HCC experi-
ments developed by SklenPr and co-workers,[44] B) six 3D multiple quantum HCN-based
experiments developed by Bushweller and co-workers,[46] and C) two 3D TROSY-based
experiments developed by Bax and co-workers.[45]
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4.2. Determining the global structure of larger RNAs from
RDC data


Our group has used RDCs to determine the helical stem orien-
tations for several different tRNAs as well as the three stems in
the minimal construct of the hammerhead ribozyme.[14,56, 57]


Analysis of the 1H�15N RDCs showed that the helical domains
in 15N-labeled native tRNAVal orient as a single rigid species;
this means that these data can be used to determine the rela-
tive orientation of the two helical arms in the tRNA.[56] These
studies showed that, by assuming an A-form geometry for the
double-helical stems, it is possible to determine the global fold
of the tRNA from a relatively small number of RDCs (27 in
total). Figure 6 shows a comparison of a model for tRNAVal de-


rived from the X-ray crystal structure of tRNAPhe and the model
for tRNAVal determined from the RDC data. The calculated
angle between the two arms was 998, whereas angles of 76–
968 have been observed in the 4 crystal structures of free
tRNAs. More recent studies that compared the global structure
and dynamics of native and unmodified tRNAVal[14] used simula-
tions to show that structural noise,[58] as opposed to uncertain-
ties in RDC values or in estimates of alignment-tensor magni-
tudes, was the primary source of imprecision in determining
the global structure of helical domains in RNAs.


The global structure of the minimal hammerhead ribozyme
has been determined from a set of 1H�15N and 1H�13C RDCs,
complemented with additional NOE restraints.[57] The hammer-
head ribozyme consists of three helical regions surrounding a
conserved catalytic core. The determination of the global ori-
entation of three domains represents a major challenge if the
RDCs are all obtained from a single alignment tensor. RDC
data have a 4(n�1)-fold degeneracy for determining the global
orientation of any number of n domains, which leads to
16 possible solutions for this 3-domain hammerhead
system.[57,59] Although most of the 16 solutions were ruled out
by the covalent structure, other data, such as NOE restraints,
were required to select the correct conformation. The results
show that the hammerhead ribozyme has a rather extended
structure in solution in the absence of Mg2+ (Figure 7). This
global structure is very different from the more compact Y-
shaped X-ray crystal structure determined in the presence of
Mg2+ .


The NMR spectroscopy solution structure of the IRES
domain II was determined by Puglisi and co-workers, with RDC


data providing the global-struc-
ture information.[60] The IRES
domain II contains two subdo-
mains (IIa and IIb), and local
structural restraints were ob-
tained from NMR studies on
each of the smaller subdomains.
This local structural information
was combined with the RDCs for
the entire molecule to yield the
final structure of the entire
domain. The inclusion of this
RDC data dramatically improved
the structure determination of
the entire domain II and reduced
the root mean square deviation
(rmsd) from 7.48 to 2.18 Q, as il-
lustrated in Figure 8. Inclusion of
these global restraints made it
possible to determine 2 helical
bend angles, the first of approxi-
mately 85�108 within subdo-
main IIa between the upper and
lower portions of domain II and
the second of approximately
47�138 within subdomain IIb
between a loop E motif and an


Scheme 2. One-, two-, and three- bond RDCs that can be measured in the
ribose ring by 2D and 3D 1H,13C correlation experiments. A narrow black
arrow indicates that a single RDC is measured and a thick grey arrow indi-
cates the sum of two RDCs. A) The 1DC5’H5’,


1DC5’H5’’, and 2DH5’H5’’ values are
measured in a 2D spin-state-selective HSQC.[49] B) A set of five RDCs for the
H1’�C1’�C2’�H2’ are measured from a single 3D HCC experiment.[50]


Figure 6. Comparison of the X-ray crystal structure model for native E. coli tRNAVal (in red) with the global struc-
ture determined from 1H–15N imino RDC data on native E. coli tRNAVal (in green). The structure from the RDC data
assumed A-form geometry for the acceptor and anticodon helical arms. The X-ray crystal structure model for the
E. coli tRNAVal was derived from the X-ray crystal structure for yeast tRNAPhe. The acceptor arms in the two struc-
tures are superimposed. The structures on the right are rotated by 908. Reproduced from ref. [56] with permission.
Copyright (2000) American Chemical Society.
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asymmetrical bulge. Thus, RDC data can be used to determine
global structures and orientations and have been successfully
applied to RNAs larger than 25 kD.


4.3. Methods for aligning RNA for measurement of RDCs


One method for creating anisotropic solutions for RDCs simply
utilizes the magnetic susceptibility of a molecule to align in a
magnetic field.[61] This alignment scales with the square of the
magnetic field, and the RDCs are extracted from analysis of
coupling data at multiple fields. Magnetic-field alignment of
macromolecules is becoming more feasible with the availability
of ultrahigh field (800 and 900 MHz) NMR systems and may be
especially valuable for measuring RDCs in nucleic acids, due to
the large magnetic susceptibility of DNA and RNA double heli-
ces.[62,63] Although magnetic alignment is the least perturbing
method for measuring RDCs, it is limited because the degree
of alignment cannot be modulated at a given magnetic field.
Thus, a large number of different alignment media have been
developed for proteins and nucleic acids, with Pf1 filamentous
phage, bicelles, and polyacrylamide gels being the most
widely used in RDC studies.[42]


Measurement of multiple alignment tensors enormously
simplifies the global-structure determination of macromole-
cules in solution. This is because analysis of RDC data from
two or more independent alignment tensors eliminates the
natural fourfold degeneracy for orienting two domains from
RDCs.[64] It is not easy to obtain several independent alignment
tensors for nucleic acids, because most of the current align-
ment media yield essentially equivalent alignment tensors for
a given DNA or RNA (unpublished results). The two most
promising methods for obtaining independent alignment ten-
sors in studies of RNA are magnetic-field alignment and para-
magnetic alignment. One of the earliest measurements of
RDCs in nucleic acids utilized a paramagnetic metal to align a
G-quartet system.[65] The G-quartet has natural strong metal-
binding sites where a variety of metals can bind without signif-
icantly changing the structure of the G-quartet. However, in
many RNA systems, paramagnetic metals lead to alternative,
often inactive or incorrectly folded, structures. Thus, a more
general approach will be to develop paramagnetic tags[66] that
can be connected to an RNA, thereby leading to a very differ-
ent alignment tensor for the molecule. As ultrahigh magnetic
fields and easily incorporated nonperturbing paramagnetic
tags become more available, these techniques will become val-
uable tools for the alignment of RNAs.


4.4. Studies of RNA dynamics from RDC data


RDCs can also be used to obtain information on dynamics in
macromolecules.[67] Bax and co-workers analyzed a large
number of RDCs in the Dickerson dodecamer and showed that
some sugar rings in the DNA duplex were undergoing rapid
conformational exchange between 2’-endo and 3’-endo sugar
puckers.[68] In another example of the analysis of conformation-
al dynamics from RDC data, Patel and co-workers extracted the
amplitude and direction for the motions of the two helical do-
mains in the HIV-1 TAR RNA.[69,70] The TAR RNA consists of two
helical domains separated by an asymmetric three-nucleotide
bulge. The RDCs were analyzed to determine whether the two
domains orient with the same alignment-tensor magnitudes.
For rigid domains, the alignment-tensor magnitudes (or equiv-
alently the generalized degree of order (#) and the asymmetry
parameter (h)) for the individual domains should be identi-
cal.[71] In studies on the tRNA, hammerhead, and IRES systems
(discussed in Section 4.2), similar alignment tensors were ob-
served for individual domains in each of these RNAs; this is
consistent with the RNA orienting as a single rigid species.
However for the TAR RNA in the absence of Mg2+ , large differ-
ences were observed in # values between the two stems; this
suggests that these helical domains experience different de-
grees of alignment and therefore are not orienting as a single
rigid species.[69] The amplitudes of the motion can then be esti-
mated from analysis of the RDC data, but this is challenging
since the results depend upon the particular motional model
employed. A cone model of motion was employed for the TAR
RNA and gave an amplitude of motion of �468 between the
helical domains. Additional RDC studies on the molecule in the
presence of 4.5 mm Mg2+ showed no evidence for interdomain


Figure 7. Global conformations of the minimal hammerhead ribozyme A) de-
termined in solution from 1H–15N and 1H–13C RDC data in no Mg2+ condi-
tions and B) the X-ray crystal structure in the presence of Mg2+ . The inter-
stem angles are shown and the conserved core residues are shown in
yellow, red, and purple. Reproduced from ref. [57] with permission. Copy-
right (2002) American Chemical Society.


Figure 8. Solution structure of IRES domain II. The heavy-atom superimposi-
tion of the final family of 20 structures on the left was calculated with only
NOE and J coupling constant restraints. The superimposition of 12 structures
on the right illustrates the improvement in global structure by also including
RDC restraints. The addition of these RDC restraints lowered the overall
rmsd from 7.48 to 2.18 Q. Reproduced from ref. [60] with permission. Copy-
right (2003) Nature Publishing Group.
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motion in TAR,[70] thereby demonstrating that Mg2+


affects not only the structure but also the dynamics
of RNA in solution.


5. NMR Relaxation Studies of Microsec-
ond to Millisecond Dynamics in RNAs


A better understanding of the biological function of
RNA requires information on both the structure and
dynamics of the molecule. The conformational dy-
namics that are important for biological activity occur
over a wide range of timescales. Fast librational mo-
tions on the ps to ns timescale allow molecules to
sample multiple conformations with small energetic
barriers. NMR techniques have been used to study
slower ms to ms timescale motions such as stem reor-
ientations,[71] base-pair opening,[72] sugar-pucker con-
formational averaging,[73] and base flipping.[74] Hetero-
nuclear spin relaxation measurements represent a
powerful approach for probing conformational
changes occurring on these slower timescales. These
methods are commonly used in protein systems but
have only more recently been applied to RNAs.[75–77]


Motions on the ms timescale can be studied by
analysis of the power dependence of transverse rotat-
ing-frame relaxation rates (R11). The R11 experiment
employs a variable-length spin-lock field to continu-
ously refocus the transverse magnetization.[78] The de-
pendence of the R11 value on the strength of the spin-lock
field gives information on the chemical exchange lifetime (tex)
between two states according to Equation (1), where R11 is the
measured relaxation time, pa and pb are the fractional popula-
tions of the two states, Dw, is the chemical shift difference be-
tween the two states, w1 (where w1=gB1=2pn1) is the spin-
lock power (in rads�1), and R1


11 is the relaxation time at infinite
spin-lock power.[79,80] The rate constant for the exchange pro-
cess, kex=t�1


ex , is the sum of the forward and reverse micro-
scopic rate constants for two-site exchange.


R11 ¼ R1
11þpapbðDwÞ2 tex


1þw2
1t


2
ex


ð1Þ


Here we present the analysis of the power dependence of R11


to probe the dynamics in the small catalytic RNA, the minimal
hammerhead ribozyme.[81,82] The sequence and secondary
structure of the hammerhead ribozyme–substrate complex are
shown in Figure 9A. We employed a 13C,15N-adenosine-labeled
ribozyme strand complexed with an unlabeled noncleavable
substrate strand (in a 1:1 ratio). For RNAs, the purine C8 and
C2 spins are excellent candidates for power dependence of R11


measurements because they are not complicated by the 13C�
13C cross-correlated relaxation observed for the sugar and the
pyrimidine C5/C6 spin systems.[83,84] A series of R11 experiments
were performed on the hammerhead complex in the absence
of Mg2+ by using 12 spin-lock times ranging from 4–50 ms and
6 spin-lock powers (n1) ranging from 1.00–6.70 kHz.


The R11 relaxation rates were determined by fitting the ex-
tracted peak volumes to a single-exponential decay function.
The effective spin-lock field, weff, for individual resonances was
corrected for off-resonance effects with Equation (2), where W


is the resonance offset (in rads�1) from the applied B1 field.


weff ¼ ðw2
1þW2Þ1=2 ð2Þ


The observed R11 rates, Robs
11 , also contain contributions from


both transverse and longitudinal relaxation and were corrected
for the rotating-frame axis tilted off-resonance from horizontal
according to Equation (3), where q= tan�1(w1/W) is the angle
of the axis from vertical.[85] The variation for the tilt angles (q=
76–888 and 86–898 at 1.00 and 3.60 kHz, respectively) results
from resonance offsets ranging from 44–245 Hz (maximum for
A2.3 C8 in the hammerhead system; Figure 9).


Robs
11 ¼ R1cos2qþR11sin


2q ð3Þ


The R1
11 value in Equation (1) was estimated from Equation (4),


where hR11/R1i is the average ratio for residues that show no
evidence of chemical exchange (A2.3 and A2.3L in the ham-
merhead system; Figure 9).


R1
11 ¼


�
R11


R1


�
R1 ð4Þ


The use of this hR11/R1i ratio to calculate R11 assumes an iso-
tropic correlation time.The corrected R11 rates as a function of


Figure 9. The aromatic region of 2D 1H,13C R11 spectra of the 13C,15N-adenosine minimal
hammerhead ribozyme A) in the absence of Mg2+ and B) with 1.0 mmMg2+ . The inset
shows the sequence and secondary structure of the minimal hammerhead ribozyme
where the bold typeface is the 13C,15N-adenosine labeled enzyme strand and the regular
typeface is the unlabeled substrate strand with a noncleavable deoxyribose at the cleav-
age site. Adenosine residues with C8 resonances that have significant power depend-
ence for R11 in no Mg2+ conditions are outlined in the secondary structure. Both 2D spec-
tra employed a spin-lock time of 4 ms with spin-lock powers of 2255 and 1791 Hz, with
and without Mg2+ , respectively. Assignments of adenosine H8�C8 resonances in no
Mg2+ conditions are shown.[57] As seen in (B), some adenosine H8�C8 resonances exhibit
line broadening upon addition of Mg2+ . Samples consisted of 0.8 mm complex, 100 mm


NaCl, 25 mm
2H4-succinate, and 0.1 mm EDTA (pH 5.5) in 100% 2H2O. All R11 experiments


were performed on a 500 MHz Varian INOVA spectrometer at 25 8C and employed a spin-
lock sequence during the relaxation delay[78] with a modification to include a 1808 15N-
decoupling pulse during the t1 period. Spectra were acquired with 80 complex points in
the indirect dimension and 32 scans per FID and were processed with the NMRPipe/
NMRDraw software and viewed with the Sparky program.[91,92]
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neff (Figure 10) are fitted to Equation (1) by using a two-param-
eter nonlinear Levenberg–Marquardt least-squares minimiza-
tion with weighted error propagation to give papb(Dw)2 and
tex.


Four of the five adenosines in the core (A6, A9, A13, and
A15.1) show exchange lifetimes for their C8 positions of 19–
27 ms; this demonstrates that the core is highly dynamic
(Table 1). It is not possible to tell if these effects arise from con-
certed motions within the core or if these residues are experi-
encing independent dynamics on the ms timescale. Residue
A2.4L in the GAAA tetraloop also shows a strong power de-
pendence of R11, with this C8 experiencing chemical exchange
with a lifetime �16 ms. These results demonstrate substantial
dynamics in the conserved core of this minimal hammerhead
ribozyme in the absence of Mg2+ .


RDC data were used to show that the minimal hammerhead
ribozyme forms an extended conformation in solution in the
absence of Mg2+ (see Section 4.2).[82] To achieve an active con-
formation, the minimal ribozyme must undergo a Mg2+-depen-
dent conformational rearrangement that brings stems I and II
into proximity while also reorganizing the core residues for in-
line attack of the 2’OH with the scissile phosphate group.[81,86]


The exchange lifetimes reported here for the adenine residues
in the core provide information on the dynamics of the ham-
merhead ribozyme in its extended conformation. Analogous
R11 experiments on the hammerhead ribozyme in the presence
of 1.0 mm Mg2+ show no power dependence of R11 for any ad-
enosine residues (data not shown). However the 2D 1H,13C R11


spectrum of the minimal hammerhead complex with 1.0 mm


Mg2+ does show evidence for chemical-exchange line broad-
ening for some adenosine residues (Figure 9B). Thus, 13C T2-
CPMG experiments were performed on this hammerhead com-
plex to probe for longer (ms) timescale motions. Unfortunately
the multiple 13C–13C couplings to the C8 from other carbon
atoms in the adenine ring interfere with the analysis of the T2-
CPMG data. The C8 and C4/C5/C6 carbon atoms all resonate in
a similar spectral region, thereby making it impossible to effec-
tively decouple the C8 from the C4, C5, and/or C6 carbon
atoms. Thus, the two- and/or three-bond 13C–13C J couplings
dominated the apparent relaxation in the T2-CPMG experi-
ments. Therefore, we were unable to determine whether there
are any slow (ms) exchange processes for the adenosine C8
spins in the hammerhead ribozyme with 1.0 mm Mg2+ .


As discussed in Section 2.1, we have developed a procedure
for selective labeling of C8 in purines by growth on 13C-for-
mate, and samples prepared by this method will not have any
13C–13C couplings. This should make it possible to acquire 13C
T2-CPMG data on the hammerhead ribozyme without the inter-
ference from 13C couplings. Furthermore, recent biochemical
studies on the hammerhead ribozyme show that if a naturally
occurring loop–loop tertiary interaction involving stems I and II
is added to the minimal construct, the ribozyme shows activity
at low Mg2+ concentrations (100 mm) and also has 100-fold
faster rates at higher Mg2+ concentrations.[87,88] It will be inter-
esting to see how a tertiary interaction between two loops
that are distant from the active site affects the structure and
dynamics of the residues in the conserved core.


6. Summary


The high degree of spectral overlap in unlabeled oligonucleoti-
des severely limits the application of solution NMR techniques
for RNAs. The development of efficient methods for the pro-
duction of isotopically labeled RNAs in the early 1990s dramati-
cally changed the extent to which NMR spectroscopy could be
used for studies on RNA.[9,10,89] The production of 13C- and 15N-
labeled RNAs allowed a wide range of heteronuclear multidi-
mensional NMR techniques to be applied to RNAs and made it
possible to routinely determine the solution structures of
small- to moderate-sized RNAs. Another revolutionary advance
in structure determinations by NMR spectroscopy was the de-
velopment of liquid-crystal methods for partially ordering bio-


Figure 10. Power dependence of the corrected R11 for the C8 resonances in
the 13C,15N-adenosine-labeled minimal hammerhead ribozyme. Residues in
the core are indicated by filled symbols whereas residues in helices and the
GAAA tetraloop are indicated by open symbols. The C8 resonances for core
residues A6, A9, A13, A15.1, and A2.4L in the tetraloop (red, blue, brown,
cyan, and black squares, respectively) show significant power dependence.
C8 resonances that show little or no power dependence are shown in gray.
The curves correspond to the two-parameter fitting of R11 rates measured at
each neff value to Equation (1), with parameter values summarized in Table 1.
The inset of Figure 9A maps the residues with power dependence (outlined)
onto the secondary structure of the hammerhead ribozyme.


Table 1. Chemical-exchange parameters for C8 positions of adenosine
residues in the minimal hammerhead ribozyme.[a]


Base R1
11 [s�1] W [Hz] tex [ms] papb(Dw)2 (M105)


A6 27 44 27�8.5 6�1.4
A9 24 77 23�6.1 12�2.4
A13 17 55 22�4.6 14�2.4
A15.1 26 178 19�4.7 13�2.2
A2.4L 25 44 16�4.0 25�2.2


[a] Data were extracted from a two-parameter fit of the power depend-
ence of R11 to Equation (1) (see text). R11 data were acquired with spin-
lock times of 4, 6, 8, 10, 14, 18, 22, 26, 30, 36, 42, and 50 ms and with
spin-lock powers of 1010, 1790, 2540, 3600, 5180, and 6700 Hz.
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molecules in solution, as reported by Tjandra and Bax in
1997.[40] The development of tunable orientation media permit-
ted the application of powerful RDC methods to solution NMR
studies of biomolecules. Novel applications of RDC data to bio-
molecules continue to be developed, with the vast majority of
these studies being performed on protein systems. More re-
cently, a growing number of NMR techniques have been devel-
oped for using RDC data to probe nucleic acid structure and
dynamics. The long-range structural information provided by
RDCs will probably have a much greater impact in studies of
nucleic acids than in proteins, due to the extended secondary
structure and limited number of NOE constraints in DNA and
RNA oligomers. Thus, the ability to measure large numbers of
RDCs should significantly improve structure determinations of
RNA. Another important advance in NMR studies of RNAs has
been experiments that directly observe hydrogen-bonding pat-
terns in DNA and RNA. In general, Watson–Crick base pairs can
be accurately determined by standard NOE techniques; howev-
er, the ability to directly identify hydrogen-bonding partners
allows noncanonical base–base interactions to be unambigu-
ously defined.


It is becoming increasingly clear that a detailed understand-
ing of the molecular function of a biomolecule requires infor-
mation on both the molecule’s structure and dynamics. RNAs
have long been known to adopt alternative conformations in
solution;[90] however, methods for determining the dynamics of
RNAs are not yet widely applied. One promising method for
monitoring global dynamics in RNAs involves analysis of RDC
data. With the assumption of a motional model, the amplitude
of motion of two separate domains can be determined from
the differences in the alignment tensors determined from RDC
data. This global information can be complemented with infor-
mation on local dynamics obtained from NMR relaxation ex-
periments. The timescale and/or amplitude of conformational
fluctuations can be modeled from relaxation experiments that
probe dipole–dipole, cross-correlation, or chemical-exchange
processes. Combined with specific-labeling approaches, these
methods have enormous potential for monitoring the motion
of individual nucleotides on the ps to ms timescale. Applica-
tion of these methods should permit studies of conformational
motions at timescales approaching the rates for some RNA
folding and catalytic processes. Taken together, these recent
advances in NMR methodologies are providing a wealth of
new biochemical information that will dramatically increase
our understanding of RNA structure, dynamics, and function.
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Dynamics-Based Amplification of RNA Function
and Its Characterization by Using NMR
Spectroscopy
Hashim M. Al-Hashimi*[a]


Introduction


The last two decades have witnessed an explosion in the
number of cellular roles ascribed to RNA and many more are
likely to be uncovered in the near future. RNA can store and
relay genetic information, recognize proteins, small molecules,
and other RNAs with high specificity, and carry out a range of
sophisticated catalytic reactions.[1–5] It is involved in regulation
of gene expression at the transcriptional and translational
levels, RNA splicing, processing, and modification, and protein
synthesis and transport.[2, 6–8] The advent of genome sequenc-
ing is increasingly aiding the discovery of a universe of small
microRNAs[9,10] and interfering RNAs[11,12] that underlie an en-
tirely new genetic regulatory network. The search for such
noncoding RNAs hidden in intergenic DNA sequences has only
just begun and even the long-standing belief that proteins are
the main chemical agents and gene products of living cells is
now being questioned.[13]


That RNA is involved in such a variety of functions is quite
remarkable considering that it is only composed of four chemi-
cally similar building-block nucleotides. Although RNA can fold
into more complicated structures than once thought,[14–16]


these static structures cannot fully account for RNA’s functional
diversity. Rather, much of RNA’s functional diversity appears to
derive from dramatic conformational changes that are either
self-induced[17] or, more typically, triggered upon binding to
cellular cofactors such as proteins, small molecules, divalent
ions, and other RNAs.[1,3,18, 19] RNA’s structural coverage appears
to be more limited in scope in the absence of such cofactors
and it is often impossible to deduce the fate of an RNA struc-
ture following complexation. Rather, the ubiquitousness of
RNA conformational change and its strong coupling to func-
tion implies that conformational flexibility in the free RNA can
also code for its biological activity. As an extension of this idea,
dynamics may generally amplify RNA’s functional versatility
beyond what is possible based on a stationary structural
framework composed of only four building block nucleotides.
The goals of this review are to 1) advance dynamics-based am-
plification of function as a ubiquitous property of RNA, 2) ex-


amine its molecular basis, and 3) discuss how NMR spectrosco-
py can be applied towards its characterization.


Amplifying RNA Function by Conformational
Dynamics


The function of most RNAs involves dramatic changes in RNA
conformation.[1,3,18, 19] Although conformational changes are ob-
served in the functions of most biomolecules, what is particu-
larly striking in the case of RNA is the range of cellular signals
that can induce such structural changes, its occurrence in di-
verse functional contexts, and the shear magnitude of the con-
formational changes, which can involve large transformations
at both the secondary- and tertiary-structure levels.


The functional value of RNA conformational change


The most well characterized RNA structural changes are those
associated with the recognition of cellular cofactors. These
binding-induced structural changes appear to serve two roles.
First, they can allow RNA to access conformations that may
otherwise be difficult to stabilize, thereby expanding RNA’s
structural and hence functional coverage. Second, cofactor-
contingent RNA structural changes can be used as a sensory
switch for temporally regulating RNA-mediated processes. Con-
sider for example the conformational changes associated with
RNA–protein recognition.[1,3,18] A common RNA structural rear-
rangement involves global reorientation of helical domains
about linker motifs that often comprise important components
of the recognition site (Figure 1a). As linker motifs such as
junctions and bulges often interrupt the remote placement of


[a] Prof. H. M. Al-Hashimi
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University of Michigan
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The ever-increasing cellular roles ascribed to RNA raise funda-
mental questions regarding how a biopolymer composed of only
four chemically similar building-block nucleotides achieves such
functional diversity. Here, I discuss how RNA achieves added
mechanistic and chemical complexity by undergoing highly con-
trolled conformational changes in response to a variety of cellu-


lar signals. I examine pathways for achieving selectivity in these
conformational changes that rely to different extents on the
structure and dynamics of RNA. Finally, I review solution-state
NMR techniques that can be used to characterize RNA structural
dynamics and its relationship to function.
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phosphate groups in A-form helices, high negative charge den-
sity can accumulate at these sites. The free RNA conformation
often minimizes such unfavorable electrostatic repulsion by
avoiding coaxial alignment of helical domains.[20–23] However,
once presented with a basic protein target, the coaxially
aligned RNA conformation can become more favorable in the
protein-bound state (Figure 1a). Examples of this mode of con-
formational adaptation are the recognition of the three-way


junction 16S ribosomal RNA
(rRNA)[23–27] by the ribosomal
protein S15 and the bulge-con-
taining stem-loop HIV-1 transac-
tivation response element (TAR)
by the transactivator protein Tat
(Figure 1a).[21,22,28] In both cases,
binding to divalent ions such as
Mg2+ also leads to a similar co-
axial alignment of do-
mains.[23,29–31] As RNA lacks “posi-
tively charged nucleotides”, the
high negative charge density in
such coaxially stacked architec-
tures would be difficult to neu-
tralize and hence stabilize in the
free RNA without assistance
from positively charged cellular
cofactors.


In both of the above exam-
ples, the protein-induced RNA
conformational switch serves an
additional functional purpose.
The binding of ribosomal protein
S15 to 16S rRNA initiates the or-
dered assembly of the central
domain in the 30S ribosomal
subunit.[32] The conformational
change in the 16S rRNA induced


by S15 binding (Figure 1a) is required in this case to allow sub-
sequent binding of the S6 and S18 ribosomal proteins. Similar-
ly, the conformational change in HIV-1 TAR induced by binding
to Tat (Figure 1a) is required for cooperative binding of other
proteins and proper assembly of a ribonucleoprotein (RNP)
complex, which ultimately activates viral transcription.[33–35]


Thus, sequential changes in RNA conformation can help direct
the order of hierarchical RNP assembly.[27]


Not all RNAs undergo conformational adaptation upon pro-
tein recognition. One example is recognition of the prefolded
E-loop-containing helix IV from the Escherichia coli 5S rRNA by
the ribosomal protein L25.[36] Here, the L25 protein undergoes
conformational adaptation, as is also observed for many other
RNA-binding proteins.[1, 3,18] Similarly, RNA can undergo differ-
ent degrees of conformational adaptation upon recognition of
small therapeutic compounds.[37,38] For example, while recogni-
tion of the aminoglycoside antibiotic neomycin B leads to dra-
matic changes in the HIV-1 TAR conformation,[39] almost no
conformational changes are observed upon recognition of the
small organic molecule acetylpromazine.[40] In general, the larg-
est RNA conformational changes appear to be observed when
positive moieties on a cognate target stabilize RNA conforma-
tions with high negative charge density that would otherwise
be unstable in the unbound RNA.


Changes in RNA conformation can also serve to temporally
regulate viral processes. An example is the untranslated
“leader” RNA located at the 5’-end of the HIV-I genome (Fig-
ure 1b).[41] The leader RNA contains a host of regulatory ele-
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Figure 1. The role of conformational change in RNA function: A) in the recognition of 16S ribosomal and TAR RNA
by their cognate protein targets S15 and Tat, respectively; B) in regulation of the timing of replication and packag-
ing functions in HIV-I ; C) in regulation of gene expression by allosteric riboswitches (the guanine-specific ribo-
switch from the xpt-pbuX operon of Bacillus subtilis[178] is shown); D) in catalysis by the hairpin ribozyme[70] (the
substrate is shown in red).
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ments that exert distinct functions during various stages of the
viral replication cycle. There is evidence that the leader RNA
undergoes multiple structural rearrangements from an extend-
ed thermodynamically stable conformation, which is probably
the structure needed for translation, to a multibranched con-
formation that can allow genome dimerization and packaging
(Figure 1b).[42] This conformational switch, which can be trig-
gered by the chaperone nucleocapsid protein (NcP) and/or di-
valent ions, may temporally regulate viral replication and pack-
aging functions.[42,43]


Self-induced RNA conformational transitions[17] which do not
require cellular cofactors are also believed to play a role in
RNA-mediated translational[44,45] and transcriptional regula-
tion[46] as well as in the proper folding of ribozymes.[47–53] Such
self-induced transitions are made possible by the fact that sec-
ondary motifs such as hairpins can fold at rates faster than
RNA synthesis during transcription, thereby resulting in kineti-
cally trapped intermediates. Once synthesis is complete and
downstream RNA “trigger regions” are made available, these
metastable structures can interconvert into the more thermo-
dynamically stable, often biologically active, conformation.
Self-induced transitions have also been observed in small
(<35 nucleotide) artificially designed RNAs that can fold into
more than one conformation.[17,54]


Changes in RNA conformation also form the basis for the
regulation of gene expression by metabolite-sensing allosteric
messenger RNA (mRNA) riboswitches (Figure 1c).[55,56] These
mRNAs regulate the transcription and/or translation of genes
responsible for producing metabolites by directly binding the
metabolite molecules themselves. Riboswitches are generally
comprised of a natural ligand-binding aptamer domain and an
expression platform whose conformation affects gene expres-
sion (Figure 1c). Binding of metabolites to the aptamer
domain elicits a structural rearrangement in the expression
platform that generally turns off gene expression by either
1) forming an antiterminator stem which prevents transcription
elongation (as shown in Figure 1c) or 2) altering the accessibili-
ty of the Shine–Dalgarno sequence during translation. Recent
X-ray crystal structures[57,58] and NMR studies[59] of the aptamer
domain from guanine- and adenine-sensing mRNAs indicate
that, much like the situation in artificially evolved counter-
parts,[60] ligand binding induces folding of an otherwise un-
structured RNA aptamer, thereby resulting in a complex three-
dimensional RNA structure in which the ligand is completely
engulfed within the RNA architecture. How the ligand-induced
folding of the aptamer domain is allosterically communicated
to the expression platform will probably be the subject of
many future investigations. Other examples of ribosensors in-
clude mRNA thermosensors, which regulate gene expression in
response to changes in temperature by undergoing tempera-
ture-dependent conformational changes.[61]


Changes in RNA conformation can also arise from protona-
tion/deprotonation of base residues.[62–64] Recently, a proton-
coupled conformational switch was reported in the dimeriza-
tion initiation site (DIS) RNA from HIV-1.[65] The DIS is one of
the regulatory RNA elements in the HIV-1 leader RNA that
plays a role in noncovalently linking two strands of genomic


RNA during viral assembly (Figure 1b). This is achieved by an
autocomplementary loop located in the DIS that promotes for-
mation of a homodimer through loop–loop kissing interactions
(Figure 1b). As part of the HIV viral maturation process, the
RNA chaperone NcP is believed to catalyze conversion of the
metastable kissing dimer into the more thermodynamically
stable duplex. By using NMR spectroscopy, evidence has been
provided that protonation of an adenine base in the loop of
the kissing dimer leads to increased local structural dynamics
at the loop–loop helix, which in turn is accompanied by an in-
crease in the rate of NcP-catalyzed kissing-to-duplex conver-
sions.[65]


Conformational dynamics is also widely implicated in the
catalytic functions of ribozymes.[66] For example, changes in in-
terhelical angle and phase are believed to switch the hammer-
head ribozyme between its cleavage and ligation activities.[67]


In contrast, local conformational changes involving ejection of
a catalytic metal ion following cleavage by the hepatitis delta
virus ribozyme are believed to suppress the reverse ligation
reaction, thereby rendering the ribozyme a dedicated nucle-
ase.[68] Dynamics can also set up reaction groups for catalysis
and play a role in substrate binding and product release.[66,69]


For example, studies involving single-molecule fluorescence
resonance energy transfer (smFRET) on the hairpin ribozyme[70]


show that substrate binding begins with an extended “un-
docked” RNA conformation, which subsequently converts into
a catalytically active “docked” state (Figure 1d). Following
cleavage, the RNA returns to the undocked state and the prod-
ucts are released (Figure 1d). Here, changes in the RNA confor-
mation play a role in helping to deliver/release substrates/
products to and from the active site.


A number of themes regarding RNA conformational transi-
tions emerge from the above examples. First, changes in con-
formation are widely observed in a variety of RNAs. Second,
the conformational changes can serve diverse functions. They
can aid formation of structural elements needed for recogni-
tion and catalysis, allow temporal regulation of biochemical
events, and enable activation of RNA-mediated processes in a
manner contingent on various cellular signals. Third, there are
versatile ways to induce conformational changes in RNA. These
include binding to cellular cofactors, changes in physiological
conditions such as pH value and temperature, and even RNA
synthesis itself. Finally, the conformational changes can be dra-
matic, resulting in total transformations in the RNA structure.


The link between equilibrium dynamics and RNA
conformational change


The ubiquitous role of conformational changes in RNA function
has led to the quest for a molecular understanding regarding
how these transitions occur. The biological fidelity of any con-
formational switch is contingent upon it having a level of se-
lectivity. The situation in which diverse RNA conformations are
stabilized by arbitrary cellular signals must be avoided. Strat-
egies for achieving this selectivity can in turn depend on the
specific RNA function.
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Two non mutually exclusive pathways for achieving RNA
conformational changes have been proposed to account for
RNA adaptive recognition.[1,3,18] Induced fit is often used to de-
scribe binding-induced transitions towards RNA conformations
that are otherwise only marginally populated in the free state.
In contrast, tertiary capture is often used to describe situations
in which a cofactor recognizes and binds an RNA conformation
that is transiently and dynamically sampled in the free state.
The underlying difference between these pathways, which can
be generalized to include RNA transitions induced by any cel-
lular signal, is the extent to which the free RNA can dynamical-
ly sample the bound conforma-
tion, thereby leading to a link
between RNA dynamics and
function. In what follows, I ex-
amine whether distinct RNA
functions favor different path-
ways and I explore strategies
available to RNA for ensuring se-
lectivity in the conformational
change. While the discussion will
focus on RNA conformational
changes induced by binding to
cofactors, extensions can be
made to conformational changes
induced by other cellular signals.


In some cases, the bound RNA
conformation itself plays the pri-
mary role in activating a biologi-
cal process. Here, it can be ad-
vantageous to minimize dynami-
cal sampling of the bound state
in the free RNA, as this could
lead to activation of a biological
process independent of cellular
signals. One example is mRNA
riboswitches in which it is the
RNA structure and not the
bound ligand that is believed to
turn off gene expression (Fig-
ure 1c). In this case, dynamic
access to the RNA bound state
and a tertiary-capture mode of
recognition could lead to prema-
ture turning off of gene expres-
sion, even in the absence of
high ligand concentrations. An-
other example is the structural
isomerization of DIS (Figure 1b).
Spontaneous transitions be-
tween kissing and duplex dimers
could temporally decouple struc-
tural isomerization from viral
maturation. In these cases, the
RNA bound state would ideally
only become significantly popu-
lated following a cellular signal.


RNA appears to have evolved two strategies for meeting the
above requirements. In one case, the RNA bound conformation
is only sampled following binding to a cellular cofactor, be-
cause it is otherwise energetically unfavorable (Figure 2a). To
the extent that the bound RNA conformation is unstable in the
absence of cofactors, so will the cofactor binding energy have
to increase to ensure selective stabilization of the RNA bound
state (Figure 2a). Here, the bound RNA conformation must
have structural properties that enable it to forge intermolecu-
lar interactions with a cellular cofactor that are overwhelmingly
larger than corresponding interactions with other competing


Figure 2. Achieving selectivity in binding-induced RNA conformational change. A) Selectivity based on structure
can be achieved by having one RNA conformer with overridingly higher binding energies with a specific cofactor
compared to all other conformers in the free ensemble. This pathway ensures that the RNA bound state is only
populated following a cellular signal. B) Selectivity based on dynamics can be achieved by having the RNA se-
quence code for selective stabilization and destabilization of desirable and undesirable conformers, respectively,
in the absence of cofactors. This pathway can afford selectivity in the RNA conformational switch without the re-
quirement for high interaction energies.
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RNA conformers in the free ensemble. Hence, in this case, the
RNA structure governs the selectivity of the conformational
change (“structural selectivity”; Figure 2a). Indeed, preliminary
studies indicate that this is the case for the guanine- and ade-
nine-sensing mRNA riboswitches in which numerous intermo-
lecular contacts with the ligand ensure that an otherwise parti-
ally structured RNA adopts the bound conformation only upon
ligand binding.[57–59] A second RNA strategy involves kinetically
trapping the free RNA conformation. Here, the thermodynami-
cally favored bound state only becomes appreciably populated
following a cellular signal that rescues the free RNA from the
kinetic trap. The rugged energy landscape underlying RNA
folding[71] lends itself to such conformational switches. Exam-
ples include most self-induced RNA structural transitions,[17] as
well as the NcP-catalyzed structural isomerization of DIS from a
kinetically trapped kissing dimer to the thermodynamically fa-
vored duplex form (Figure 1b).


In other cases, the bound RNA conformation is not sufficient
to activate a biological process; this requires additional cellular
cofactors. An example is the conformational changes associat-
ed with RNP assembly in which the RNA bound state can be
biologically inactive in the absence of the protein component
(Figure 1a). For example, the protein-bound TAR conformation
primarily serves as a scaffold for assembling proteins, including
a cyclin-dependent kinase 9 (Cdk9) which is believed to acti-
vate viral transcription by phosphorylating RNA polymer-
ase.[33–35] In these cases, dynamic access to the bound state
and a tertiary-capture mode of recognition would not necessa-
rily lead to premature biological signals. Compared to induced
fit, this mode has the advantage of reducing the amount of
binding energy required to change the RNA conformation,
thus alleviating requirements for having highly selective and
stabilizing intermolecular interactions with cofactors (Fig-
ure 2b). Rather, a degree of selectivity in the RNA conforma-
tional change can be achieved by specifically stabilizing the
RNA bound conformation relative to other competing con-
formers in the free ensemble (“dynamical selectivity”, Fig-
ure 2b). Interestingly, evidence for dynamic access to bound
states has been reported for protein-binding RNAs. For exam-
ple, by using smFRET analysis, it was shown that that the co-
axially aligned Mg2+-bound state of the 16S RNA (Figure 1a),
which is structurally similar to the protein-bound state, is dy-
namically accessible in the free state, with Mg2+ shifting a pre-
existing equilibrium.[29] Similarly, studies of NMR residual dipo-
lar couplings (which will be reviewed in subsequent sections)
also provide evidence that TAR RNA (Figure 1a) can dynamical-
ly access the linear protein-bound state.[72] More generally,
there is growing evidence that RNA has a unique propensity
to fold into distinct yet dynamically interconverting conforma-
tions and one could argue that this property sets RNA apart
from most globular proteins. Even RNAs as short as 18–21 nu-
cleotides can fold into 2 well-defined yet distinct and apprecia-
bly populated conformers.[17,54] Furthermore, an RNA sequence
has been designed that folds into two very different conforma-
tions that code for two distinct activities.[73]


From the above discussion, one can propose the following
link between pathways for RNA conformational change and


function. In cases where a change in RNA conformation is in
itself sufficient to activate a biological process, induced fit is
the favored mechanism for achieving regulation (Figure 2a).
Here, selectivity in the conformational change can be achieved
either by having highly specific cofactor–RNA interactions or
by rendering an energetically favored RNA conformation inac-
cessible through kinetic traps. In cases where the presence of
the cofactor is required for activating a biological process, terti-
ary capture can be a viable mechanism that potentially allevi-
ates requirements for having highly specific and stabilizing in-
termolecular interactions between the RNA and the cofactor
(Figure 2b). In this case, selectivity in the RNA conformational
change can be achieved in part by the RNA energy landscape
and the degree to which the RNA dynamically samples the
bound conformation relative to other competing conformers
in the free ensemble (Figure 2b). The latter is one example by
which dynamics may compensate for RNA’s limited structural
coverage and hence its ability to achieve selective conforma-
tional transitions based purely on highly specific intermolecular
interactions.


Elucidating the molecular basis for RNA conformational
change and function


It follows from the above discussion that understanding how
an RNA sequence codes for a particular function at a molecular
level will often require both structural description of the con-
formational changes underlying RNA function and characteriza-
tion of RNA dynamics. In addition to illuminating pathways un-
derlying changes in RNA conformation, dynamics studies can
provide insight into transiently sampled RNA conformations
that may not directly participate in function but that may be
opportune targets for developing RNA-targeting therapeu-
tics.[38,74] The success of such studies clearly hinges on having
the ability to describe RNA dynamics with high structural and
temporal resolution. The development of techniques capable
of providing such information is one of the most important
objectives in structural biology.


Among many techniques that can be applied towards the
characterization of RNA structural dynamics, including X-ray
crystallography,[75] single-molecule[76] and ensemble fluores-
cence spectroscopy,[77] hydroxyl radical “footprinting”,[78] EPR
spectroscopy,[79] and molecular dynamics simulations,[80] NMR
spectroscopy holds unique promise, as it allows atomic-level
characterization of both structure and dynamics over biologi-
cally relevant timescales (ps–s) under physiologically relevant
solution conditions. Although shortcomings in traditional
methodology had precluded realization of NMR spectroscopy’s
full potential as a technique for probing RNA structural dynam-
ics, recent advances have addressed many of these limitations.
In what follows, the scope, recent advances, and challenges
ahead of NMR-based characterization of RNA functional dy-
namics are reviewed.
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Probing RNA Conformational Change by Using
NMR Spectroscopy


The application of NMR spectroscopy in high-resolution struc-
ture determination of RNA enjoys a number of advantages
over X-ray crystallography. First, NMR spectroscopy is applica-
ble under a wide range of physiologically relevant solution
conditions. This is particularly valuable when one is interested
in comparing RNA structures in the presence/absence of vari-
ous cofactors or under different conditions of temperature and
pH value. Second, NMR spectroscopy does not suffer from po-
tential artifacts arising due to crystal-packing forces,[81] which
can be particularly problematic when trying to characterize
changes in RNA conformation. However, until recently, these
advantages were not fully realized owing to difficulties in solv-
ing RNA structures with sufficient precision and accuracy. NMR
approaches for structure determination have traditionally
relied on short-range distance constraints derived from nuclear
Overhauser effects (NOEs) supplemented by local angular con-
straints derived from scalar couplings. Not only are such local
constraints ineffective at defining global features of extended
nucleic acids, but the paucity of protons and the severe spec-
tral overlap in nucleic acids generally limits the number of de-
rivable constraints. The resulting uncertainty in structures can
often be so large as to preclude effective characterization of
changes in RNA conformation induced by various factors.


Recent developments in NMR methodology have addressed
many of these limitations.[82–87] A key development involves re-
sidual dipolar couplings (RDCs),[88–90] which can be measured in
great abundance in partially oriented RNAs and which provide
highly complementary long-range constraints on bond vector
orientation.[83,86, 91] The discovery of trans-hydrogen-bond-medi-
ated scalar couplings[92,93] has also opened an avenue for di-
rectly probing hydrogen-bonding interactions in nucleic
acids.[94,95] Measurements of cross-correlated relaxation rates
are increasingly providing access to novel angular con-
straints.[96–98] Innovations in pulse-sequence design and label-
ing approaches continue to push the size limit of RNA that can
be targeted by NMR spectroscopy.[85,99–101] In what follows, I
review examples in which RDCs and trans-hydrogen-bond
NMR methods have provided unique insight into changes in
RNA conformation.


An early example is a study demonstrating the use of RDCs
in characterizing conformational changes in RNA that are in-
duced by binding to aminoglycosides.[102] The target of this
RDC study was an RNA derived from the decoding site of the
16S rRNA to which binding of aminoglycosides in the ribo-
some context results in misreading of the genetic codes and
inhibition of translocation. Previous NMR structures indicated
that binding to paromomycin and gentamicin leads to local re-
arrangements in two adenosine residues located in an asym-
metric loop. The RDCs measured in these adenosines exhibited
clear differences in the free and antibiotic-bound RNA forms,
thereby providing direct signatures of structural changes that
are induced by the small molecules.


The enhanced quality of structures determined with the aid
of RDCs has allowed more judicious comparison of nucleic


acid structures determined under solution conditions by using
NMR spectroscopy with counterpart structures determined by
X-ray crystallography.[86,91, 103–105] One example is the hammer-
head ribozyme. Previous high-resolution X-ray crystal struc-
tures determined under high-salt conditions did not correlate
well with mutational and modification data, and various con-
formational changes were proposed that would alter the X-ray
crystal structure to the catalytically active conformation.[106–108]


Analysis of RDCs measured in the hammerhead ribozyme re-
vealed an RNA global conformation that was significantly more
extended than its X-ray crystal structure counterpart[105] but
was in good agreement with previous solution-state FRET stud-
ies.


A series of studies employed RDCs and trans-hydrogen-bond
NMR spctroscopy to probe changes in the HIV-1 TAR RNA (Fig-
ure 3a) conformation induced by various cofactors.[31,72,109] TAR
RNA is comprised of two Watson–Crick stems that are linked
by a trinucleotide bulge (Figure 3a). Previous NMR studies had


Figure 3. Cofactor-induced conformational changes in HIV-1 TAR RNA deter-
mined by using residual dipolar couplings and trans-hydrogen-bond NMR
spectroscopy. A) The secondary structure of the HIV-1 TAR RNA sequence in
which the wild-type loop is replaced with a UUCG counterpart. B) The global
alignment of helical domains determined by using RDCs for TAR in the free
state (TAR-FREE)[72] and when bound to Mg2+ (TAR-Mg2+)[31] or the ligand ar-
gininamide (TAR-ARG).[109] Stem II (in blue) is superimposed in all three cases.
C) Trans-hydrogen-bond NMR spectroscopy[92,93,95] detection of 2hJ(N,N) cou-
plings in A–U base pairs by using the H5(C5)NN experiment[109] in the free
TAR state (TAR-FREE) and when bound to Mg2+ (TAR-Mg2+) or argininamide
(TAR-ARG).
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established that when bound to the ligand argininamide or to
peptides derived from its cognate protein target Tat, TAR
adopts a global conformation characterized by coaxial stacking
of the two stems.[28,110, 111] By contrast, NMR spectroscopy[22,111]


and transient electric birefringence[21] studies showed that, in
the absence of ligands, TAR adopts a distinct global conforma-
tion in which the two domains are inclined by �458 relative
to one another. However, the NOE-based global structure of
free TAR[22] was poorly defined and yielded a family of low-
energy structures in which the interhelical angle varied be-
tween 36–1378. An X-ray crystal structure of TAR in the pres-
ence of divalent ions was subsequently reported which dif-
fered from the NMR structure of free TAR in that the two heli-
ces were also coaxially stacked.[30]


By providing high-precision long-range orientational con-
straints, RDCs could be used to effectively examine the aver-
age TAR global conformation in the absence and presence of
the above cofactors (Figure 3b). For free TAR, a bent global
conformation with an average interhelical angle between 44–
548 was determined.[72] By contrast, a coaxially aligned average
TAR conformation was determined not only in the presence of
the ligand argininamide[31] but also in the presence of Mg2+


(Figure 3b).[109] The latter result suggested that the differences
between the X-ray crystal and NMR structures of TAR can be
attributed to the absence of divalent ions in the latter rather
than to crystal-packing forces in the former.


It was previously shown that a base triple involving a reverse
Hoogsteen hydrogen bond between bulge residue U23 and an
A–U base pair in the upper stem forms only in the protein-
bound TAR[28,112] and not in free[22] or divalent-ion-bound[30]


TAR. trans-Hydrogen-bond NMR experiments further revealed
that hydrogen bonding between the Watson–Crick residues
A22 and U40 at the junction of domain I only occurs (within
limits of detection) in the argininamide-bound TAR and not in
either free or Mg2+-bound TAR (Figure 3c).[109] Weak or no hy-
drogen-bonding interactions between A22–U40 at the junction
of the bulge may contribute to global motions between the
two domains in free TAR which were also observed based on
RDCs, as will be discussed in a subsequent section.[72] It is also
noteworthy that distinct TAR conformations have also been re-
ported when the RNA is bound to the aminoglycoside neomy-
cin B[39] or the small molecule acetylpromazine.[40] It is remarka-
ble that an RNA molecule as simple as TAR carries such a stun-
ning ability to undergo local and global conformational adap-
tation in response to various cofactors. An understanding of
the molecular basis for this structural plasticity will be impor-
tant in the rational design of anti-HIV therapeutics targeting
TAR.[113]


RNA Dynamics by NMR


Over the last decade, many NMR methods for studying protein
dynamics have matured to a point that allows almost routine
application.[114–116] By contrast, the study of RNA dynamics by
NMR spectroscopy is far from routine. This largely reflects
unique difficulties associated with applying NMR methods that
have primarily been developed and tailored for proteins to the


study of nucleic acids. The growing interest in RNA dynamics
will probably rejuvenate interest in tackling some of these
methodological limitations. In this section, I provide a brief
update regarding NMR methods that can be used to probe dy-
namics in nucleic acids. Notable techniques that are not cov-
ered include studies of base-pair opening and closing dynam-
ics by using imino-proton exchange (Figure 4a)[84,117] and mea-
surement of dihedral fluctuations by using scalar couplings
(Figure 4b),[82,118] both of which have been reviewed elsewhere.
Here, I focus on NMR techniques based on spin relaxation (Fig-
ure 4c–e ) and RDCs (Figure 4 f ) for which substantial develop-
ments can be anticipated in the near future. The goal is not
only to highlight examples that illustrate the types of informa-
tion that can be retrieved from each technique but also to
survey the problems that need to be overcome in each case.


Fast (ps–ns) librational motions by spin relaxation


The measurement of autocorrelated longitudinal (T1) and trans-
verse (T2 or T11) relaxation rates, along with heteronuclear
NOEs, is the most widely used approach for measuring fast
(ps–ns) internal motions in biomolecules by NMR spectrosco-
py.[115, 119–121] The relaxation rates are typically analyzed by using
the Lipari–Szabo model-free formalism,[122] which yields infor-
mation about internal motions in the form of a generalized
order parameter, S2, which ranges between 1 for maximally re-
stricted motions and 0 for minimally restricted motions, and a
correlation time (t) describing the effective timescale of the
motions (Figure 4c).


Although measurements of 13C, 15N, and 31P relaxation rates
can in principle provide information about the amplitudes and
timescales of fast (ps–ns) local librational motions in the base,
sugar, and backbone moieties of RNA (Figure 4c), the unique
properties of nucleic acids continue to pose challenges to such
applications. Unlike the situation in proteins, there is a short-
age of 15N–(1H) spin pairs in RNA and the most interesting of
these (for example, in loops and bulges) are often nondetecta-
ble due to exchange broadening. By contrast, 13C relaxation
comes with a number of added difficulties. Large homonuclear
1JCC scalar couplings and 13C–13C dipolar interactions can com-
plicate measurements of 13C relaxation rates. At the same time,
interpretation is made difficult by having highly asymmetric
base 13C chemical-shift anisotropy (CSA) tensors, which can
have principal values that are noncollinear with the corre-
sponding 13C–1H dipolar interactions. Experimental 13C CSA
values have only recently been reported for model mononucle-
otide crystals through the use of solid-state NMR spectrosco-
py[123] and remain to be validated and cross-referenced with
values reported based on theoretical calculations.[124,125] A
recent study illustrated how dynamic conclusions can vary de-
pending on the choice of base 13C CSA values.[126] Some of the
13C CSA values, including those of C1’ and C3’ in the ribose
moieties, can vary significantly depending on local conforma-
tion.[124,127] Further complications arise from the anisotropic
tumbling of extended nucleic acids, which requires specifica-
tion of a diffusion tensor, the experimental determination of
which can be difficult owing to the poor orientational disper-
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sion of 13C–(1H) interaction vectors.[128] Anisotropic tumbling
can also require additional parameters to interpret relaxation
rates in terms of motions.[129] Finally, global motions in modular
RNAs can lead to time-dependent changes in the overall mo-
lecular tumbling, thereby leading to a breakdown in the de-
coupling approximation between internal and overall motions
that is at the crux of the Lipari–Szabo formalism.[122,130–132]


The above illustrates the added difficulties associated with
applying NMR spin relaxation to study dynamics in nucleic
acids as compared to proteins. Solutions to some of the prob-
lems associated with measurements of relaxation rates have
been proposed and recent advances may soon overcome
some of the problems associated with data analysis. For small
RNAs (tc<4 ns), relaxation contributions from 13C–13C dipolar–
dipole interactions in 13C–(1H) spins is small and can safely be
neglected. Under favorable conditions, low-power selective
spin-lock fields can also be used to suppress the effects of 1JCC


couplings and homonuclear 13C–13C Hartmann–Hahn magneti-
zation transfer during Carr–Purcell–Meiboom–Gill (CPMG) spin
locks.[133–135] Although still a laborious process, fractional 13C la-


beling with appropriate 13C–13C filters can also be used.[136] The
measurement of RDCs can aid in the determination of aniso-
tropic diffusion tensors. The RDCs can improve the quality of
the RNA structures determined by NMR spectroscopy, thereby
reducing requirements for having relaxation rates measured
for optimally dispersed interactions,[135] and can facilitate com-
putation of diffusion tensors based on the overall RNA molecu-
lar shape.[137] Validation of reported 15N and 13C CSA tensors
may be possible in the future, based on measurements of re-
sidual chemical shift anisotropy contributions in partially
aligned RNAs, contributions that have successfully been mea-
sured for 31P in DNA.[138]


Perhaps an even greater problem, which has yet to fully
unveil itself, will be the interpretation of spin relaxation rates
under conditions in which collective motions of RNA domains
lead to modulations in the overall diffusion tensor and thus a
breakdown in the decoupling approximation between internal
and overall motions. Recent NMR spin relaxation studies pro-
vide direct evidence for such collective motions in RNA. By
using 15N relaxation measurements, it was demonstrated that


Figure 4. Techniques for probing RNA dynamics with NMR spectroscopy. A) Base-pair opening and closing dynamics at the ms–s timescales can be probed by
measuring imino-proton exchange rates as a function of catalyst (C�) concentration. B) Dihedral fluctuations over <ms timescales can be characterized by
measuring multiple scalar coupling interactions with unique Karplus dependencies on the dihedral angle. The example shown is the probing of conformation-
al averaging in the ribose pseudorotation angle based on multiple 3JHH couplings. C) The amplitude and timescale of fast (ns–ps) librational motions involving
13C, 15N, and 31P nuclei can be characterized by using measurements of relaxation rates. D) Cross-correlated relaxation can be used to characterize dynamics
involving reorientations between pairwise anisotropic interactions. The example shown is for 31P CSA and 13C–1H dipole–dipole cross-correlated relaxation,
which can be used to probe the structure and dynamics of the phosphodiester backbone. E) Slow fluctuations (ms–ms) that lead to changes in chemical shift
can be probed by using relaxation dispersion and CPMG NMR experiments. In ideal cases, this can provide information about the population of two states
(pA and pB), the timescale of the exchange process (kex), and the difference in chemical shifts for the two states (Dw). F) Residual dipolar couplings measured
in partially oriented RNAs can be used to probe motions occurring over submillisecond timescales including collective motions of helical fragments.
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one stem loop in a 101-nucleotide RNA that contains the core
encapsidation signal in the Moloney murine leukemia virus
genome tumbles semiindependently of two other stem loops,
which in turn appear to tumble as a single unit.[101] The exami-
nation of the validity of the decoupling approximation in dif-
ferent types of RNAs should be an immediate objective of
future studies.[130–132]


Notwithstanding the above difficulties, a number of consis-
tent trends regarding dynamics in RNA and nucleic acids in
general have emerged from application of 15N and 13C spin re-
laxation. The generalized order parameters measured for bond
vectors in base moieties in duplex helices tend to have values
of around S2�0.8.[126,139–141] Lower values are often observed in
sugar moieties and terminal bases[142–144] and in nonhelical resi-
dues such as loops and bulges.[145,146]


A number of studies have also provided insight into the het-
erogeneity of RNA dynamics. One study employed 15N and 13C
relaxation measurements to examine dynamics in free and ar-
gininamide-bound HIV-2 TAR RNA.[147] HIV-2 TAR differs from its
HIV-1 counterpart by having two rather than three bulge nu-
cleotides (Figure 3a). Interestingly, bulge residue U23, which
undergoes a large conformational change upon complexation,
also exhibited a high reduction in local mobility following
complexation. A more recent study employed base (C8/6) and
ribose (C1’) 13C relaxation rates to examine the dynamics of a
UUCG tetraloop.[126] The derived residue-specific dynamics cor-
related well with the network of interactions underlying the
stability of the UUCG motif. Interestingly, for a given residue,
ribose mobility was observed to be correlated with the corre-
sponding base mobility. There has also been some progress in
measuring 31P relaxation rates as a direct probe of backbone
dynamics. By using new NMR pulse sequences for enhancing
the sensitivity of 1H–31P HSQC experiments,[148] 31P relaxation
rates (R2) measured in a simple DNA duplex indicated that the
backbone mobility increases in going from the center of the
duplex to the terminal end.[149]


Another emerging approach for probing RNA conformation-
al dynamics relies on measurements of cross-correlation be-
tween pairwise anisotropic interactions (Figure 4d).[97,150] There
are unique advantages to this methodology, including the
facts that the effect scales linearly with molecular weight, that
multiple pairwise interactions can be targeted for measure-
ments, and that, when the angular dependence of these pair-
wise interactions is taken into account, the motional sensitivity
can extend from ps to ms timescales. To date, cross-correlated
relaxation measurements in RNA have primarily been em-
ployed as structural reporters providing insight into the confor-
mation of sugar moieties,[127,151,152] backbone,[153] glycosidic
angles,[98,154] and hydrogen-bonding interactions.[155,156] Most of
these studies also provide evidence for internal local fluctua-
tions. Due to their dependence on the orientation of aniso-
tropic tensors, both relative to one another and relative to the
anisotropic diffusion tensor, cross-correlated relaxation rates
carry exquisite information about molecular fluctuations. While
this is a great asset, it also can render data analysis more diffi-
cult. Further investigations into CSA values in nucleic acids and
developments in analysis frameworks that can combine multi-


ple cross-correlation relaxation rates[157] as well as other infor-
mation may allow more complete extraction of the dynamics
information contained in these measurements.[97,150]


Probing slow (ms–ms) motions by using NMR chemical
exchange


Slow motions (on the ms–ms timescale) leading to modulations
in isotropic chemical shifts can be probed by using NMR relax-
ation dispersion and CPMG experiments.[114,116] The data are
typically analyzed with the assumption of a two-state ex-
change model and, under favorable circumstances, this can
allow determination of the population of the two states (pA


and pB), the timescale of the exchange process (1/tex=kex=


ka’b+kb’a), and the difference in chemical shift between the two
states (Dw; Figure 4e). The latter contains information about
the nature of the structural fluctuations, but the extraction of
this information in practice remains compromised by difficul-
ties in directly relating chemical shifts to molecular conforma-
tion. Slow collective motions of intact domains may also be
difficult to probe with this methodology as such motions can
occur without leading to substantial changes in the local sur-
rounding spins in a given domain.


A subset of limitations that affect application of spin relaxa-
tion in studies of fast RNA dynamics is applicable in relaxation
dispersion and CPMG NMR experiments, namely, the lack of
15N probes and large 1JCC scalar coupling and associated TOCSY
magnetization transfer pathways in experiments targeting 13C
nuclei. Nevertheless, a few studies have demonstrated the ap-
plicability of these techniques for the investigation of RNA dy-
namics. For example, measurements of the power dependence
of R1p relaxation rates in base C2, C8, and C6 resonances re-
vealed slow (10�5–10�3 s) fluctuations in the catalytic leadzyme
RNA.[69] A significant R1p value power dependence was ob-
served for many noncanonical residues, including some that
were located in the catalytic active site. In a previous study,
the authors had shown that N7 in an adenine residue located
in the catalytic internal loop had an unusual pKa value of 6.5,
with a protonation/deprotonation lifetime tex=31�8 ms.[158]


Importantly, a two-state analysis of the power dependence of
both the C2 and C8 sites in this residue yielded very similar ex-
change rates (tex=40�1.8 and 47�18 ms, respectively), a
result indicating that the R1p measurements are reporting on
the same protonation/deprotontaton process. Other residues
in the catalytic site exhibited different exchange rates, thereby
indicating that they are involved in distinct dynamical process-
es. In practice, the slowest motional timescale accessible by
power dependence of R1p measurements is limited by the
power dissipation in the probe, although slower motions (tens
of millisecond) may be accessed through application of off-res-
onance spin-locking fields or CPMG-based methodology.[114]


CPMG-based relaxation dispersion experiments have also
been used to measure chemical exchange contributions to 31P
nuclei along the backbone of a simple DNA duplex.[149] Ex-
change contributions were observed for 31P sites adjacent to
adenine and/or thymine residues. With the assumption of a
two-state model for the exchange process, lifetimes between
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0.58�0.04 and 5.45�0.13 ms were determined, values which
are in good agreement with the corresponding A–T base-pair
lifetimes, estimated by using imino-proton exchange measure-
ments. These results provide important insight into speculated
couplings between base-pair opening dynamics and motions
along the phosphodiester backbone and suggest that back-
bone motions that may play a key role in activating collective
domain motions in RNA will increasingly become accessible to
NMR characterization in the future.


Probing segmental motions by using residual dipolar
couplings


The measurement of RDCs has not only enhanced the ability
to determine RNA structures by using NMR spectroscopy but
has also opened a new avenue for characterization of the am-
plitude and direction of reorientational motions over a wide
range of timescales (<ms) (Figure 4 f).[72,91,159–161] This includes
collective motions of intact molecular domains that can be dif-
ficult to probe with other NMR techniques and that, as dis-
cussed throughout this review, are a recurrent theme in RNA
conformational transitions (Figure 4 f).


Different approaches have been applied to extract dynamics
information from RDCs in applications involving nucleic
acids.[91] Most have focused on deriving information about
global motions of domains, although some studies have also
exploited the enhanced quality of RNA structures that can be
derived with the inclusion of RDCs to infer the presence of
local flexibility. The analysis of RDCs in terms of global dynam-
ics generally requires information about the local structure of
individual domains. Here, RDCs are used to determine domain-
specific order tensors describing average domain alignment
relative to the magnetic field. Superposition of domain-specific
order tensor frames then allows determination of relative
domain orientation, while comparison of domain-specific prin-
cipal order parameters can be used to derive information
about the amplitudes and directions of interdomain motions
(Figure 4 f).[72,91, 160,162,163] In particular, rigidly held domains
should always report identical order parameters.[160] However,
provided that internal motions do not affect global alignment
and that one domain dominates overall alignment, domain–
domain motions can lead to differences in the principal order
parameters in a manner dependent on the amplitudes and di-
rections of motions.[72,160,164]


Order-tensor-based analyses of RDCs are particularly well
tailored for RNA because its modular architecture often allows
dissection into constituent substructures such as A-form heli-
ces, for which a reasonable local conformation can often be as-
sumed a priori.[72,163,165] However, the assumption that internal
motions do not lead to changes in global alignment, which is
similar to the decoupling approximation invoked in the Lipari–
Szabo model-free analysis of spin relaxation rates, can break
down when two domains having similar propensities for align-
ment undergo relative motions.[164] For example, two identical
domains will always report equivalent principal order parame-
ters regardless of interdomain motions. Hence, correlations be-
tween motions and alignment can lead to underestimation of


motional amplitudes derived by using RDCs as well as the de-
termination of conformations that do not reflect the true aver-
age conformation sampled in solution. As a result, similar
domain-specific principal order parameters should not be in-
terpreted as conclusive evidence that the domains are rigid
with respect to one another. Given that many RNA constructs
targeted by NMR spectroscopy have domains of comparable
size, there is a critical need to examine the potential occur-
rence of such correlations in different RNA contexts.


Another general problem in the analysis of RDCs is that de-
termination of accurate order tensors requires an accurate de-
scription of the local structure of fragments and, similarly, accu-
rate refinement of a structure based on RDCs requires proper
calibration of the order tensor. It has been shown that structur-
al noise in a given fragment can lead to errors in derived order
tensor parameters, thus compromising the validity of conclu-
sions reached regarding structural dynamics.[166] Protocols have
been introduced that strike a balance between the use of
RDCs in refining the local structure of a molecular fragment on
the one hand and the determination of order tensor parame-
ters on the other. Application of such a procedure to the theo-
phylline-binding RNA led to identical principal order tensor pa-
rameters for each of its two domains, a result indicating that
the two domains are held rigid relative to one another.[167] A
similar result was obtained for two domains in the iron-respon-
sive element (IRE) RNA.[168]


By increasing the number of measured RDCs, one can carry
out order tensor analyses on smaller and smaller molecular
fragments for which an accurate conformation can be assumed
a priori. It was demonstrated that by measuring an appropriate
number of RDCs in nucleotide bases, it is possible to derive in-
formation regarding base–base orientation and dynamics.[169]


More recently, in an application involving a 24-mer RNA stem
loop,[170] an NMR experiment was introduced that allows simul-
taneous measurements of five RDCs (1DC1’H1’,


1DC2’H2’,
1DC1’H2’,


1DC2’H1’, and 1DH1’H2) in ribose sugars. This made it possible to
determine order tensors for individual ribose moieties in A-
form helices by assuming a standard C3’-endo ribose ring-
pucker conformation. While the principal order parameters
were similar for residues within the helix, a reduction of
�15% was observed for the terminal nucleotide, a result that
was attributed to terminal end-fraying and hence motional
averaging.


One RDC study has revealed global motions in RNA in an ap-
plication involving HIV-1 TAR.[72] As discussed previously, TAR
adopts a bent average interdomain conformation (interhelical
angle�458) in the free state and a more coaxially aligned con-
formation in the presence of either Mg2+ or mimics of the Tat
protein such as argininamide. A central question is the extent
to which the bound coaxially aligned conformations are dy-
namically sampled in the free TAR ensemble. The RDC-derived
principal order parameters for the two domains in free TAR
were significantly different (�40%); this indicates that the two
helices undergo substantial motions relative to one another
(Figure 5a). Interpretation of the principal order parameters by
using a cone motional model yielded rigid-body interhelical
motions with amplitudes of 468�48. This provided evidence
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that TAR may dynamically access the coaxially aligned arginin-
amide/Mg�2+-bound conformations in the free state (Fig-
ure 5b). In contrast to the free TAR ensemble, the domain-spe-
cific principal order parameters were very similar for TAR
bound to Mg2+ or argininamide (Figure 5a); this indicates that
recognition in these cases is accompanied by a total arrest of
global motions (Figure 5b).


A recent study on free TAR that exploits measurements of
RDCs under spontaneous magnetic-field-induced align-
ment[89,171–176] attempted to address some of the concerns as-
sociated with having correlations between motions and overall
alignment.[164] This approach relies on comparison of the mag-
nitude of c-tensors measured experimentally by using RDCs
with values predicted by structure-based calculations of c-ten-
sors. The degrees of order calculated for the individual do-
mains were very similar, a result indicating that the two do-
mains have similar alignment propensities. However, the exper-
imentally determined degree of alignment was attenuated by
�55% relative to the values calculated with the assumption of
a static structure. By using a framework for analyzing cone mo-
tions between domains, which accounts for correlations be-
tween motions and alignment, the results were interpreted as
independent evidence for substantial directionally unbiased
motions between the two domains in TAR. It is important to
note that structure-based computation of nucleic acid c-ten-
sors requires accurate values for individual base c-tensors. A
recent study has raised questions concerning the appropriate
base c-tensor values that should be used[177] and this will be
an important area of future investigation.


Summary and Future Perspective


Consider the problem of having to build functional diversity
into a biopolymer. An easy approach would be to employ an
expanded chemically diverse building-block alphabet that can
allow the precise design of complex structures with diverse
chemical reactivity. However, as the molecular alphabet in-
creases, the selection of sequences that code for a productive
structure becomes more difficult (many more sequences may
code for meaningless structures) and additional cellular machi-
nery must be dedicated to regulate the synthesis of both the
building blocks and the biopolymer. An alternative approach is
to employ a more limited building-block alphabet that codes
for controllable molecular flexibility. One sequence that can
fold into two functionally distinct conformations in a manner
that is coupled to variations in the cellular environment may
carry more than twice as much functional aptitude than its
single conformation counterpart. This provides a mechanism
for enhancing functional diversity beyond the limits accessible
by well-defined three-dimensional structures. The challenge in
this case is to avoid chaos by ensuring that a good fraction of
the molecular flexibility is dedicated to productive biological
causes. RNA appears to have evolved a remarkable ability to
strike an optimal balance between structural and dynamic pa-
rameters in achieving this task. A future objective, which can
be considered as an extension of studies into the RNA-folding
problem, will be to understand how an RNA sequence codes
for structural dynamics that can give rise to conformational
switches. This will in turn require techniques for characterizing
RNA conformational dynamics with high spatial and temporal
resolution. As hopefully illustrated in this review, NMR spec-
troscopy can make important contributions to this endeavor.
In order to achieve the greatest impact, existing methodologi-
cal limitations in the study of dynamics in nucleic acids need
to be critically addressed and a consensus built around well-
defined protocols that can help to streamline such NMR inves-
tigations.
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Are Hormones from the Neuropeptide Y Family
Recognized by Their Receptors from the
Membrane-Bound State?
Reto Bader[b] and Oliver Zerbe*[a]


1. Introduction


Almost twenty years ago Kaiser and Kezdy developed the con-
cept that ligands that bind to membrane-embedded receptors
recognize their targets from the membrane-bound state.[1] In
their seminal paper they recognized that the active site of the
receptor usually cannot accommodate more than five residues
and that binding is mediated by only a few stereospecific in-
teractions between the ligand and the receptor. Most hor-
mones, however, comprise longer sequences than would be
necessary to achieve these interactions. In fact, a lot of hor-
mones and toxins contain more than 30 amino acids and
many of those are unfolded in aqueous solution. Interestingly,
these ligands contain amino acid sequences that fold into am-
phiphilic helices in a membrane-mimicking environment.[2]


From this observation, Kaiser and Kezdy concluded that these
amphiphilic stretches serve to anchor the hormones onto the
membrane, from where they are subsequently recognized by
their receptors. To verify their concept, Kaiser and Kezdy engi-
neered a variant of apolipoprotein in which the amphiphilic se-
quence was changed to contain only Glu, Leu, and Lys and in
which the residues that were thought to be involved in recep-
tor binding were conserved. Despite little sequence homology
to the wild type, this artificially designed peptide bound with
high affinity to the receptor.[1]


Sargent and Schwyzer developed the ideas of Kaiser and
Kezdy into the membrane-compartment concept.[3–7] Their
model proposes that, for many ligands which target mem-
brane-embedded receptors, membrane binding is an impor-
tant event preceding receptor binding (Figure 1). Therefore, it
is the membrane-bound conformation that is recognized ini-
tially by the receptor. Through membrane binding, the spatial
search by the ligand for its receptor is restricted to (lateral)


two-dimensional diffusion on the membrane surface. More-
over, conformations more closely related to the bioactive form
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Fax: (+41)1-635-6833
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Present address:
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Hormones and many other neurotransmitters, growth factors,
odorant molecules, and light all present stimuli for a class of
membrane-anchored receptors called G protein-coupled receptors
(GPCRs). The GPCRs are the largest family of cell-surface recep-
tors involved in signal transduction. About 1% of all known
genes of Drosophila and more than 5% of the genes of Caeno-
rhabditis elegans encode GPCRs. In addition, more than 50% of
current therapeutic agents on the market target these receptors.
When the enormous biological and pharmaceutical importance
of these receptors is considered, it is surprising how little is
known about the mechanism with which these receptors recog-
nize their natural ligands. In this review we present a structural


approach, utilizing techniques of high-resolution NMR spectrosco-
py, to address the question of whether peptides from the neuro-
peptide Y family of neurohormones are recognized directly from
solution or from the membrane-bound state. In our studies we
discovered that the structures of the membrane-bound species
are better correlated to the pharmacological properties of these
peptides than the solution structures are. These findings are sup-
ported by the observation that many biophysical properties of
these peptides seem to be optimized for membrane binding. We
finally present a scenario of possible events during receptor
recognition.


Figure 1. Schematic presentation of the two possible models for receptor
recognition by membrane-embedded receptors: direct recognition of the
peptides from solution (pathway II) or membrane association (Ia) followed
by lateral diffusion to the receptor (Ib).
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may be induced upon membrane binding which, in turn, may
lower the energy barrier that needs to be overcome before the
ligand can bind to the receptor. According to this idea, part of
the peptide sequence is determined by membrane require-
ments and optimized for affinity to lipid bilayers. Moreover,
this part also directs the ligand into the correct compartment,
for example, to the membrane interface or into the membrane
interior, and thereby influences the binding topology, which
may be either surface-associated, integral, or a combination of
the two. The topology-determining part of the molecule is
called the address, whereas the part that contains residues di-
rectly involved in forming contacts to the receptor is called the
message.


Schwyzer validated this concept through investigations of
the receptor-subtype selectivity of ligands for neurokinin and
opioid receptors.[4] He observed that the compartment of the
membrane in which the ligands are positioned depends on
the charge distribution in both the ligand and the extracellular


domains of the receptors. Rather than providing exact shapes
for lock-and-key fits, the purpose of the address region is to
provide the ligands with the necessary charge and amphiphi-
licity required for the interaction with the membrane. This is
consistent with the observation that conservative substitutions
of amino acids in the address region do not have a major
impact on receptor-binding affinity.


Early work with NMR spectroscopy on the structural changes
induced by binding of hormones to membranes was per-
formed by Deber and Behnam, who looked at the association
of enkephalins to phospholipid micelles.[8] Milon et al. have
studied the membrane-bound conformation of enkephalin by
transferred NOE experiments.[9] A conformationally restricted
analogue similar to the latter membrane-bound conformation
had been synthesized earlier[10] and was shown to possess m


activity.
The work of Schwyzer was followed by a number of similar


investigations, for example, those by Moroder et al. ,[11] who de-
veloped hydrophobic extensions for ligands in order to in-
crease their membrane affinity. It should be emphasized, how-
ever, that the concept of the membrane-bound pathway of re-
ceptor recognition as developed by Schwyzer does not ex-
clude the possibility of conformational changes both in ligand
and the receptor resulting from intermolecular contacts that
are established during the recognition event (induced fit). By
using transferred NOEs, Inooka et al. managed to determine
the conformation of a fragment of pituitary adenylate cyclase
activating polypeptide, PACAP(1–21), bound to a PACAP-specif-
ic receptor.[12] Comparisons to the micelle-bound states re-
vealed a highly similar C-terminal helix, whereas the seven N-
terminal residues that are thought to be responsible for specif-
ic receptor–ligand interactions were only structured in the re-
ceptor-bound state. Moreover, technical difficulties in the puri-
fication, reconstitution, and structural characterization of large
membrane proteins have led to the development of reduced
ligand/receptor systems, in which receptor fragments and their
interactions with a particular ligand have been characterized
structurally by NMR spectroscopy and molecular modeling.[13,14]


In this review we report on recent structural studies of pep-
tides from the neuropeptide Y family of neurohormones aimed
at deriving experimental data in favor or disfavor of a mem-
brane-bound receptor recognition pathway. In our studies we
have pursued a structural approach, in which we determine
the conformations of various peptides both in solution and
when bound to membrane-mimicking phospholipid micelles.
Pharmacological data are reviewed in order to decide whether
the structural data obtained in solution or in the micelle-
bound state are better correlated to trends observed in recep-
tor-binding affinities. During the last few years we have devel-
oped two major strategies. The first strategy is based on the
assumption that a pair of peptides that possesses similar bind-
ing profiles for the receptor subtypes should display similar
structures and dynamics in the particular environment from
which the peptides are recognized.[15,16] In the second ap-
proach we have attempted to rationalize receptor-subtype
specificity from structural features of the membrane-bound
state.[17–19]
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We have structured this review along the following lines:
With consideration to the importance of peptide–membrane
interactions for the subject, we start with a brief review of
recent biophysical literature from that field in Section 2. After
introducing the peptides from the neuropeptide Y family and
their receptors in Section 3, we describe in Section 4 the spec-
troscopic tools (mainly NMR techniques) for the characteriza-
tion of the structure and dynamics of these peptides free in so-
lution, when bound to phospholipid micelles, and during the
transition between the two states. Thereafter, we summarize
our present understanding of the structures in the two envi-
ronments in Section 5. Finally in Section 6, we present a specif-
ic case, the comparison of neuropeptide Y and peptide YY, to
illustrate how we use structural arguments to decide from
which state these peptides are initially recognized. We close
this review in Section 7 by suggesting a cascade of events for
the binding of these peptides to their receptors.


2. Peptide/Protein–Membrane Interactions


Binding of molecules to the membrane surface may be due to
electrostatic or multiple hydrophobic interactions. The balance
between electrostatic and hydrophobic interactions for mem-
brane association and/or membrane insertion has been docu-
mented for many membrane-binding peptides and proteins.
The total binding energy is the sum of the electrostatic energy
(DGes) and the hydrophobic energy (DGHf), with DGes calculat-
ed as given in Equation (1) from the effective charge (zeff) of
the protein and the membrane surface potential (F0) multi-
plied by the Faraday constant (F ; see, for example, ref. [20],
and references cited therein).


DGes ¼ zeffFF0 ð1Þ


The second term, DGHf, includes all other (nonpolar) interac-
tions and is defined by Equation (2), in which sNP is the so-
called solvation parameter and ANP denotes the nonpolar ac-
cessible surface area.


DGHf ¼ �sNPANP ð2Þ


Whereas the total energy (DGtot) is a quantity that can be
derived experimentally, for example, from partition coefficients
measured in equilibrium dialysis, separation into the electro-
static and nonelectrostatic components is far from trivial.


White and Wimley have measured thermodynamic data for
the free energies required to transfer whole amino acid resi-
dues from the bulk water phase into the water–membrane in-
terface or into the hydrophobic interior of membranes
(Table 1).[21,22]


Interestingly, the side chains of the aromatic residues Trp
and Tyr display the most favorable energies. Although Leu and
Ile also partition favorably into the water–membrane interface,
the free energies for insertion of these residues into the hydro-
phobic interior are more negative, an observation that is also
true for Phe. Hence, Tyr and Trp seem to be particularly suit-
able for promoting association of peptides with membrane


surfaces. This is supported by the empirical observation that
these residues (but not Phe!) are frequently found at interfacial
positions along membrane-spanning proteins.[23]


Killian and co-workers have reviewed how proteins adapt to
the water–membrane interface.[24,25] Apart from the preference
of Trp and Tyr for the interface, they have also observed a
“snorkeling” behavior of Lys and Arg residues in transmem-
brane peptides,[26] in which the aliphatic side chains are orient-
ed such that the charged end groups reach the aqueous
phase. Therefore, Arg and Lys may be found at various posi-
tions in the membrane interior, provided that they are located
not too far away from the membrane interface. The introduc-
tion of Asp or Glu residues is more likely to result in changed
orientations of the peptide backbone relative to the mem-
brane interface.[27] Although Arg/Lys and Trp residues are both
found at the interface, Trp is mostly placed on the trans side
of the membrane interface (in the aqueous phase) where it
may act as a flexible anchor, whereas Lys is found at the cis
side, an observation that is consistent with the “positive-
inside” rule.[23] A decisive role for electrostatic interactions was
also found by Bechinger for the case of a model peptide con-
sisting of Leu, Ala, and His residues arranged in a periodic pat-
tern.[28] Depending on the pH value, the His residues are charg-
ed, resulting in an amphiphatic helix that was shown by 15N
solid-state NMR spectroscopy to bind to the surface of a bilay-
er. Removal of the charge of the His residues by increasing the
pH value changed the direction of the helix by 908, thereby re-
sulting in a transmembrane arrangement.


Ladokhin and White observed linear correlations between
surface potential and the DGobs value.[20] Their results from a
set of peptides with an identical number of charged residues
but with different hydrophobicities revealed that the effective
charge of the peptide depends on the hydrophobicity of the
peptide. As a rule of thumb they supposed that the effective
charge of cationic peptides, zeff, is reduced by about 20% for
each increase of 3 kcalmol�1 in the hydrophobic energy term,
DGHf. They concluded that electrostatic and hydrophobic inter-


Table 1. Free energies for transferring whole amino acids from bulk solu-
tion to the water–membrane interface (DGwif) or to a hydrophobic envi-
ronment (DGoct).


[a]


DGwif
[b] DGoct


[c] DGwif
[b] DGoct


[c]


[kcalmol�1] [kcalmol�1] [kcalmol�1] [kcalmol�1]


Ala 0.17 0.50 Ile �0.31 �1.12
Arg+ 0.81 1.81 Leu �0.56 �1.25
Asn 0.42 0.85 Lys+ 0.99 2.80
Asp� 1.23 3.64 Met �0.23 �0.67
Asp �0.07 0.43 Phe �1.13 �1.71
Cys �0.24 �0.02 Pro 0.45 0.14
Gln 0.58 0.77 Ser 0.13 0.46
Glu� 2.02 3.63 Thr 0.14 0.25
Glu �0.01 0.11 Trp �1.85 �2.09
Gly 0.01 1.15 Tyr �0.94 �0.71
His+ 0.96 2.33 Val 0.07 �0.46
His 0.17 0.11


[a] Taken from ref. [22] . [b] Interface scale. [c] Octanol scale.


ChemBioChem 2005, 6, 1520 – 1534 www.chembiochem.org � 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1523


Receptor Recognition



www.chembiochem.org





actions contribute in an additive manner to the overall interac-
tion energy only in the absence of significant hydrophobicity.


The relative importance of electrostatic and hydrophobic in-
teractions in the binding of peptides and proteins to mem-
brane bilayers has recently also been investigated by using sur-
face plasmon resonance analysis (BiaCore)[29] and by affinity
chromatography towards immobilized phospholipids[30] for the
case of mellitin and for the C-terminal extracellular domain of
a GPCR, the angiotensin II receptor. The data clearly show that
the binding of peptides containing basic residues is stronger
to negatively charged dimyritoylphosphatidyl glycerol (DMPG)
phospholipids than binding to neutral dimyritoylphosphatidyl
choline (DMPC). Moreover, two-step kinetics were observed,
which were interpreted in terms of a rapid association with the
membrane due to electrostatic interactions, followed by a
slower event comprising reorientation of the peptide at the in-
terface concomitant with insertion of hydrophobic side chains
into the membrane core.


3. A Short Survey of Structural and Functional
Aspects of Peptides from the Neuropeptide Y
Family


3.1. The neuropeptide Y family of neuroendocrine peptides
and their receptors


The neuropeptide Y (neuropeptide tyrosine, NPY) family in-
cludes NPY and the two peptide hormones peptide YY (PYY)
and pancreatic polypeptide (PP). They are C-terminally amidat-
ed 36 amino acid peptides and their various physiological ef-
fects include vasoconstriction, stimulation of food intake, intes-
tinal functions, regulation of circadian rhythms, and the release
of pituitary sex hormones among others.[31] NPY and PYY are
found in all vertebrates and their primary structures are highly
conserved. NPY is widely distributed in the peripheral and cen-
tral nervous systems and it is one of the most abundant neuro-
peptides in the brains of vertebrates. PYY displays predomi-
nantly gut endocrine expression in mammals, whereas lower
vertebrates also have prominent neuronal expression.[32] PYY
and NPY resemble each other more closely than they resemble
PP. PP is found only in the pancreas of tetrapods and it has
been suggested that it arose as a gene-duplication product of
the PYY gene in early tetrapod evolution.[33] PP is one of the
most rapidly evolving neuroendocrine peptides known.[32]


Among all the sequences of peptides classified as members of
the NPY family, the residues in only seven positions are con-
stant among all species; these are Pro5, Pro8, Gly9, Ala12,
Tyr27, Arg33, and Arg35 (Table 2). Residues Pro2, Tyr20, Thr32,
and Tyr36 are also highly conserved.[34]


Five receptors that bind NPY-family peptides can be identi-
fied genetically and have been characterized pharmacological-
ly. They are denoted Y1, Y2, Y4, Y5, and y6 and they belong to
the rhodopsin-like superfamily (class 1) of G protein-coupled
receptors. For a review of the physiological roles of NPY recep-
tor subtypes, see ref. [35]. Briefly, most of the vascular effects
of NPY and many of the psychological functions of NPY (for ex-
ample, anxiolysis) are signaled mainly through the Y1 receptor.


This receptor is distributed in various tissues including the
brain, kidney, heart, and gastrointestinal tract. Although Y1 an-
tagonists can inhibit NPY-induced feeding, the role of Y1 in the
regulation of food intake is still controversial. Other than Y1,
the Y5 receptor subtype also seems to play an important role
in NPY-induced feeding, as suggested by studies involving an-
tisense knock-down, knock-out animals, and Y5-selective ago-
nists. The Y2 receptor is thought to be responsible for the pre-
synaptic inhibition of neurotransmitter release by acting as an
autoreceptor, which may explain the partial opposing relation-
ship between Y1 and Y2 with regard to blood pressure, anxi-
ety, and food intake. Accordingly, the Y2 receptor is expressed
in various parts of the central nervous system, in the intestine,
and in certain blood vessels. The Y4 receptor is also known as
the PP-preferring receptor because it is the only receptor sub-
type at which PP binds with a higher affinity than NPY or PYY.
Hence, it is mainly expressed in peripheral tissues including
the colon, intestine, prostate, and pancreas and it is indeed
likely that the Y4 receptor subtype may mediate many of the
gastrointestinal effects produced by PP. The gene for the y6 re-
ceptor seems to have become nonfunctional during evolution
due to a nonsense frameshift mutation in the third extracellu-
lar loop. Once the Y receptors had been cloned and functional-
ly expressed in mammalian cell lines, it became possible to
perform ligand-binding studies, which led to the development
of potent and selective agonists and antagonists for the differ-
ent receptor subtypes. The essential segments of NPY for re-
ceptor recognition were determined by using C- and N-termi-
nal-truncated analogues.[36–38] The significance of each residue
was systematically assessed by single exchange with l-Ala or
the corresponding d isomer.[39,40] Moreover, single and multiple
substitutions of important residues with both natural and un-
natural amino acids and the introduction of conformational
constraints by means of special amino acid units, spacer tem-
plates, or cyclizations followed by affinity measurements with
these compounds resulted in a huge amount of affinity data
for NPY analogues at the different receptor subtypes. Some of
the key findings (as discussed more extensively by Cabrele and
Beck-Sickinger[41]) shall be summarized briefly :


1. The C-terminal part of the ligand is of particular impor-
tance for high affinity and receptor activation in all four
subtypes investigated. Firstly, complete loss of affinity of
NPY at the Y1 receptor was reported when the C-terminal
amide group at Tyr36 was substituted by the free carboxyl-
ic group. This indicated that a negatively charged C termi-
nus is not tolerated at this and presumably all other Y re-
ceptors. Secondly, replacement of Arg35 or Arg33 by Ala


Table 2. Sequences of porcine PYY (pPYY), porcine NPY (pNPY), and
bovine PP (bPP).[a]


pPYY YPAKPEAPGEDASPEELSRYYASLRHYLNLVTRQRY
pNPY YPSKPDNPGEDAPAEDLARYYSALRHYINLITRQRY
bPP APLEPEYPGDNATPEQMAQYAAELRRYINMLTRPRY


[a] Residues conserved among different species are underlined.
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abolished binding of NPY at all Y receptors, a result sug-
gesting that electrostatics may play a decisive role in Y re-
ceptor recognition.[38] Thirdly, the introduction of the di-
peptide Ala–Aib (Aib=aminoisobutyric acid) at posi-
tions 31 and 32 (usually Ile31–Thr32) of NPY led to high se-
lectivity towards the Y5 receptor subtype.[42]


2. The Y2 receptor is the only Y receptor that binds N-termi-
nally truncated fragments of NPY and PYY with wild-type-
like affinity. Even short fragments (13–36, 18–36, and 22–
36) bind to the Y2 receptor with subnanomolar affinity. By
contrast, N-terminal segments in the absence of the C-ter-
minal part are completely inactive at all receptor subtypes.


3. Single substitutions of central positions of NPY by Ala are
generally not associated with dramatic changes in the
binding affinities at the Y receptors. Multiple substitutions
introduced by swapping of the porcine NPY (pNPY) seg-
ment 19–23 (RYYSA) and the corresponding human PP
(hPP) sequence (QYAAD), however, modulated the binding
profiles at the various receptor subtypes remarkably.[43]


Table 3 summarizes some IC50 values at receptor subtypes
Y1, Y2, Y4, and Y5 for the peptides that are most relevant to
the discussion of the structural results presented in this review.


We believe that this class of peptides is particularly attractive
for the examinination of structure–activity relationships and for
the investigation of potential correlations with the membrane-
bound state, because these peptides show significantly differ-
ent affinity profiles at the various Y receptor subtypes.


Complementary ligand-binding studies were carried out by
using a series of mutants of the human Y1 receptor, in which
Asp and Glu residues located in putative extracellular domains
were systematically replaced by Ala residues. In contrast to
mutations in the N-terminal domain, substitution of acidic resi-
dues present in the three extracellular loops resulted in pro-
teins unable to bind NPY.[44] In an effort to describe the interac-
tion of NPY with the human Y1 receptor more generally, Sautel
et al. found a cluster of residues that could not be mutated to
Ala without significantly reducing the binding of NPY.[45] A mo-
lecular model of the interaction between NPY and elements of
a hydrophobic pocket of the Y1 receptor formed by the recep-
tor residues F286, H298 and Y100 surrounding the C-terminal
pentapeptide of NPY was proposed.[46] A more complete


model of the full human Y1 receptor, with the orientation of
the transmembrane helices derived from a projection map of
bovine rhodopsin, was later used to dock various NPY-family
peptides such that best accordance with the site-directed mu-
tagenesis studies was achieved. It was proposed that ligand
binding is initiated by electrostatic interactions between highly
positive regions in the N- and C-terminal parts of the peptides
and a negative region in the extracellular receptor domains.[47]


3.2. The solution structures of peptides from the NPY
family


Structural studies of NPY and NPY analogues that may be relat-
ed to receptor-subtype specificity are important for the ratio-
nal design of potent agonists or antagonists and a deeper un-
derstanding of the mechanisms underlying receptor recogni-
tion and possibly activation. Although the receptor-bound con-
formations of the ligand are expected to vary from one recep-
tor subtype to another (due to induced fit), it is nevertheless
likely that residual structure, present either in aqueous solution
or when bound to a membrane, will reveal structural features
that are relevant in the initial receptor recognition process, as
outlined below.


The molecular conformation of NPY, either in pure
water or in the presence of organic solvents like tri-
fluoroethanol (TFE), hexafluoroisopropanol, and even
dimethylsulfoxide (DMSO), has been discussed with
controversy in the literature for decades. The present-
ed tertiary structures can essentially be grouped into
two classes of structural models. The first class is
composed of models that closely resemble the tertia-
ry fold derived from the crystal structure of dimeric
avian PP (aPP).[48] It is characterized by an a helix in-
volving residues 14–31 connected through a b turn
to an N-terminal polyproline II helix and is referred to
as the PP fold. The PP fold was later confirmed by
the NMR-derived structure of bovine PP to exist also
in solution.[49] Interestingly, the solution structure of


monomeric PYY as determined by NMR spectroscopy reveals a
PP-fold-type structure too.[50] NMR data that resulted in PP-fold
models for NPY and NPY analogues were collected in water[51]


and in DMSO.[52,53]


The second class comprises structures based on NMR data
of NPY in water and in TFE. In this type of model, the N-termi-
nal tail is fully flexible, whereas residues 11–36 in water[54–56]


and residues 19–34 in TFE are in an a-helical conformation.[57]


Figure 2 displays the conformer bundles derived from the solu-
tion structures of PYY and NPY as computed from NMR data.
PYY adopts a typical PP-fold-type structure, whereas the N ter-
minus of NPY is fully disordered.


Moreover, the data obtained in TFE were indicative of an
NPY monomer. On the other hand, Cowley et al.[55] and Monks
et al.[56] observed intermolecular NOEs for NPY in aqueous solu-
tion whose origin could only be explained by a dimeric model
in which the two NPY molecules interact through side chains
of their a helices and are aligned in the antiparallel orientation.
However, the two authors reported different sets of intermo-


Table 3. Inhibitory constants [nm] of peptides of the NPY family at Y receptor sub-
types Y1, Y2, Y4, and Y5.


Peptide Y1 Y2 Y4 Y5 Type[a] Ref.


human NPY 0.81 0.016 1.9 0.19 Ki [81]
human PP >1000 >2000 0.04 58 IC50 [43]
human PYY 1.1 0.012 1.06 0.62 Ki [81]
[Ala31, Aib32]-pNPY >700 >500 >1000 6.0 IC50 [41]
[Ala31, Pro32]-pNPY >1000 666 >1000 118 IC50 [41]
PYY(3–36) 760 0.03 15 17 IC50 [41]


[a] Type of inhibitory constant quoted. Ki= inhibition constant, IC50=concentration at
which 50% inhibition occurs.
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lecular NOEs and therefore also proposed different models to
fulfil the derived distance restraints. Based on investigations by
CD spectroscopy, Nordmann et al.[58] suggested that the PP-
fold conformation might exist at physiological concentrations
whereas the dimer is the most abundant form at the concen-
trations needed for NMR studies. This is in agreement with the
dissociation constant (Kd), which was determined to be
1.6 mm.[55] Nordmann postulated that dimerization is accompa-
nied by the unfolding of the polyproline helix. Recently, Bettio
et al. synthesized fluorescence-labeled analogues of NPY and
showed by fluorescence-energy transfer measurements that
there is no evidence for the presence of a hairpin structure at
lower protein concentrations (10 mm), where the monomeric
species should be more highly populated than in NMR studies
at high protein concentration.[59]


Several authors dealt with the conformation of NPY frag-
ments. N-terminal segments comprising the proline-rich region
are unstructured and biologically inactive.[60] By contrast, the
Y2-subtype-specific C-terminal NPY fragment NPY(13–36) is
completely a-helical and monomeric in 30% hexafluoroisopro-
panol.[61] Other authors have investigated mutants of truncated
or cyclized versions of NPY.[62–66]


Keire et al. also estimated from CD and NMR spectra the
helical content of PYY and the highly Y2-subtype-specific PYY
fragment PYY(3–36).[67] The calculated helicity for PYY is 42%
and for PYY(3–36) is only 23%, a result showing that the re-
moval of two N-terminal amino acids resulted in major confor-
mational alterations in solution; this observation was con-
firmed by our own dynamics data on PYY(3–36) (see below).
Interestingly, nearly the same value of helicity was reported for
the much shorter PYY fragment PYY(13–36).[68]


4. A Toolbox for Structural Studies


4.1. Solution structures


Solution structures of peptides from the NPY family are deter-
mined by the methodology developed by WNthrich and co-
workers based on the sequential resonance-assignment
method[69] and this method will not be described in more
detail. Contacts between protons of the interface in the back-
folded form are due to (hydrophobic) contacts of side-chain
protons. However, this method requires complete resonance
assignment and refinement up to a stage at which no more
doubt remains about the presence of these long-range con-
tacts. Another complication during spectral analysis arises from
the fact that these molecules mostly form dimers (see above)
and, hence, intra- and intermolecular NOEs need to be distin-
guished. While this is feasible in most cases, it is a much more
elaborate process requiring a substantial amount of time when
a larger number of mutants could be screened. Last but not
least, the spectral regions in which these side-chain NOEs are
found are often very crowded and unambiguous peak assign-
ment or proper integration may be difficult. In our studies we
have therefore pursued a different approach, in which we use
internal-backbone dynamics to distinguish between back-
folded and non-back-folded forms (Figure 3). While this
method requires peptides that are uniformly 15N-labeled, it ad-
ditionally allows us to quantify how rigidly a peptide is back-
folded. We have often conducted a more detailed Lipari–Szabo
type analysis[70,71] of 15N-R1,R2 and 15N{1H}-NOE data in order to
derive the generalized order parameter S2,[16–19] but we found
that the 15N{1H}-NOE itself is usually sufficient to quantify the
extent to which the peptide chain is back-folded. We would
like to emphasize here that the 15N{1H}-NOE does not provide
sufficient information to determine tertiary structure in gener-
al, but in our specific case, where the type of tertiary structures
to be expected is evident (and supported by a large number
of structures that we and others determined in the usual way),
it is a reliable and fast method to define the extent of back-
folding.


The peptides of the NPY family mostly exist in dimeric form
at the concentrations used for NMR spectroscopy. It is difficult
to establish the topology of dimerization, firstly because intra-
and intermolecular NOEs need to be distinguished but also be-
cause the lifetime of the complex is short and hence interpre-
tation of spectra from differential labeling is complicated. We
have introduced a spin label into the molecule to resolve this
problem.[17] Gln34 in NPY was replaced by the spin-label-con-
taining amino acid 4-amino-2,2,6,6-tetramethylpiperidin-1-oxyl-
4-carboxyl (TOAC), which was developed by Toniolo et al.[72] (It
is essentially the spin label 2,2,6,6-tetramethylpiperidin-1-oxyl
(TEMPO) derivatized in the form of an amino acid.) We mixed a
large excess of nonlabeled TOAC-NPY with uniformly 15N-la-
beled but otherwise nonmodified NPY so that 15N-NPY exists
to large extent as a heterodimeric complex with the spin-label-
bearing TOAC-NPY. Signal reductions in the 15N,1H-correlation
map due to the distance-dependent paramagnetic-relaxation-
promoting effect of the spin label in the dimer were observed


Figure 2. Bundle of the NMR-derived conformers of PYY (left ; PDB code:
1RU5)[16] and NPY (right; PDB code: 1RON)[56] superimposed for best fit of
the backbone atoms of residues 17–31 (NPY and PYY) and 4–8 (PYY).
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at specific sites along the peptide sequence (Figure 4). It
should be noted that the probe (the 15N nuclei) and the spin
label are parts of different molecules and that all signal attenu-
ation effects stem from intermolecular effects within the
heterodimeric complex, irrespectively of whether the dimer
and the monomer are in equilibrium; data interpretation is
therefore straightforward.


Attenuation of signal intensities is most pronounced around
residues Ala14 and Ile28/Thr32 (Figure 4). The simultaneous
proximity of the spin label to both sites is not compatible with
the models for dimer arrangements published in the past[55,56]


and we concluded from the data that both arrangements, the
parallel and the antiparallel-helix alignment, are present.


4.2. Characterization of the peptides in their micelle-bound
form


Structures of peptides in the micelle-bound form are also de-
termined by using established methods[69] based on the use of
distance restraints derived from proton–proton NOEs. In partic-
ular, we have utilized an NOE-relayed [15N,1H]-HSQC experiment
to assign the 15N,1H-correlation map in the helical segment.
Again, the 15N{1H}-NOE was very useful for monitoring the
changes in internal-backbone dynamics that occur upon bind-
ing of these peptides to the micelles. A convenient feature of
the spectra of these peptides when bound to dodecylphos-
phocholine (DPC) micelles over those recorded in the absence


of micelles is that signal disper-
sion is better ; NOEs are compa-
rably strong and minor peaks
due to conformational heteroge-
neity resulting from the pres-
ence of Xxx-Pro cis forms are ob-
served to a much lesser extent.


The micelle-binding interface
was determined based on
[15N,1H]-HSQC spectra recorded
in the presence of the micelle-in-
tegrating spin label 5-doxylstea-
rate. Figure 5 displays data for
the Y5-receptor-selective NPY
derivative [Ala31,Pro32]-NPY as
compared to those of wild-type
NPY.[18]


Strong signal reductions are
observed in the C-terminal half
of the peptides. In this segment,
attenuations follow a 3–4 resi-
due periodicity, thereby indicat-
ing that the helical segment is
positioned parallel to the micelle
surface. In addition, attenuations
steadily decrease towards the N
terminus, a fact supporting the
view that the N terminus in
these peptides diffuses freely in
solution. The positions that are
part of secondary structure ele-
ments (as determined by NOEs)
can also be identified readily by
characteristic values of the
15N{1H}-NOE. Comparison of the
heteronuclear NOEs at the C ter-
mini of [Ala31,Pro32]-NPY and
NPY indicates that the loop in
the segment comprising resi-
dues Asn29–Tyr36 is more flexi-
ble in the mutant than in the
wild-type peptide. Signal attenu-
ations resulting from proximity
to the membrane-integrated


Figure 3. Dependence of the 15N{1H}-NOEs on the correlation time of the N�H bond vector. A typical value for the
overall correlation time, tc, for a peptide from the NPY family is indicated by an arrow (top left). Positions of N�H
bond vectors of residue 21 (S2=0.89) and residue 3 (S2=0.19) are shown in bold in the superimposed conformer
bundle of NPY (bottom left). Top right: the 15N{1H}-NOE is displayed for PP (*) and NPY (~). Bottom right: the
15N{1H}-NOE is displayed for PYY in solution (^) and when bound to DPC micelles (*).


Figure 4. Left : schematic presentation of the complex formed by (14N)-TOAC-NPY and unifomly 15N-labeled NPY.
Right: the relative signal intensities (Ispin-label/Ino-spin-label) as derived from the [15N,1H]-HSQC correlation experiment.
Positions of strongest attenuations are marked in black.
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spin label are strongest at residues 29 and 36 and at resi-
dues 32 and 36 in the mutant and wild-type NPY, respectively.
Taken together, the data suggest that [Ala31,Pro32]-NPY and
NPY are anchored differently on the membrane.


We have also used measurements of proton–deuterium ex-
change for amide protons to locate solvent-shielded protons,
which are supposed to point towards the peptide–membrane
interface. However, we realized that interpretation of these
data is complicated by the fact that stable hydrogen bonds
may also reduce amide-proton exchange rates. As the peptide
is in equilibrium between the aqueous and micellar phases,
hydrogen-exchange rates reflect structural features of both
states, each to a different and unknown extent. We have addi-
tionally, in cooperation with the group of Aguilar from Monash
University (Clayton, Victoria), determined the binding affinities
for association of peptides from the NPY family to zwitterionic
and negatively charged membranes by using SPR spectrosco-
py.[15] In these experiments, SPR chips are coated with phos-
pholipids and binding of the peptides to these surfaces is
monitored in real-time by using BiaCore technology. In princi-
ple, the technique allows us to independently calculate on and
off rates for peptides binding to the phospholipids.[73]


4.3. Experiments to characterize the transition from the
solution state to the membrane-bound state


Conceptually it is very important to know in which way the
structures of the peptides change when they diffuse from bulk


solution towards the membrane or vice versa. Accordingly, we
have designed experiments to mimic this transition. The
design of the experiments is based on the observation that
the structure of PYY, which displays a back-fold in aqueous so-
lution, is not back-folded in methanol (unpublished results, see
inset in Figure 6) and therefore largely resembles the fold of
the peptide when bound to DPC micelles. In fact, we have de-
termined the structure of PYY in methanol and noticed that


Figure 5. Top right: relative signal intensities (Ispin-label/Ino-spin-label) for NPY (&) and [Ala31,Pro32]-NPY (~) as derived from the [15N,1H]-HSQC correlation experiment
performed in the presence and absence of the spin label 5-doxylstearate. Bottom right: the values of the 15N{1H}-NOE for NPY (&) and [Ala31,Pro32]-NPY (~).
The chemical structure of 5-doxylstearate and its interaction with membrane-associated NPY are depicted on the left.


Figure 6. Values of the 15N{1H}-NOE for PYY in various water/methanol mix-
tures (percentage of methanol indicated). The insets display the NMR con-
formers of PYY in methanol (left) and when bound to DPC micelles (right).
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the most substantial difference of the structure in methanol as
compared to that of the DPC-micelle-bound form is the ab-
sence of the bend at the C-terminal helix. Considering that the
surface of DPC micelles displays a substantial curvature, we
suggest that the bent helix seen in micelle-bound NPY is most
probably induced by accommodation of the hydrophobic side
to the micellar surface. Otherwise, PYY is not back-folded in
both methanol and DPC micelles, the C-terminal pentapeptide
is conformationally rigidified, and the C-terminal helix extends
over a similar region. We then prepared solutions of the pep-
tide in various water/methanol mixtures and recorded the
15N{1H}-NOEs to follow the changes in back-folding (Figure 6).


As a result, a smooth transition between the back-folded
and the non-back-folded species is observed. The C terminus is
apparently rigidified with increasing amounts of methanol
whereas the N-terminal half of the molecule becomes more
flexible. However, from these equilibrium data we cannot infer
whether intermediate states are populated or whether the het-
eronuclear NOE as an ensemble-averaged quantity reflects
two-state behavior between the back-folded and non-back-
folded species.


Again, we would like to stress the use of this parameter for
investigating the conformational transitions: The method is
comparably quick and it would be difficult (impossible, we be-
lieve) to track the subtle conformational changes by using
proton–proton NOEs. In fact, peaks measured in some of the
water/methanol mixtures with intermediate ratios are rather
broad due to conformational exchanges, a problem that would
preclude the determination of structures of sufficient quality.
The use of proton–proton NOEs is very useful in the case of
rigid structures but special care must be taken in highly dy-
namic systems. The loss of back-folding is accompanied by
both the loss of characteristic medium-range 1H–1H NOEs in
the polyproline helix and by the loss of NOEs between residues
of the N terminus and the C-terminal helix. The latter will de-
crease in intensity until they are invisible, the point of which
depends partly on the sensitivity of the spectrometer and the
concentration of the peptide. Thereby, an arbitrary cut-off is in-
troduced. By contrast, the heteronuclear NOE is measurable
over the full dynamic range with sufficient precision. Moreover,
weaker NOEs are traditionally interpreted in terms of longer
but still well-defined distances, which is certainly not true in
our systems. We suggest that the heteronuclear NOE in this
particular case is a reliable method to demonstrate changes in
the extent of back-folding, whereas the use of 1H–1H NOEs
would clearly require more sophisticated additional analysis
such as molecular dynamics and ensemble-averaging methods.


5. Understanding Structural Features in
Different Environments


5.1. Understanding structural features of the neuropeptides
in solution


The presence or absence of the PP fold is certainly the most
distinguishing structural feature of this class of peptides in so-
lution. Out of the three principal members of the family, bPP


and PYY display the back-fold, whereas a growing body of evi-
dence suggests that NPY is not back-folded (see above). The
difference between NPY and PYY is striking, since their se-
quence homology is larger than 80% and aromatic or charged
residues are found at the same positions. Originally we were
proposing that intramolecular, as well as intermolecular, aro-
matic-ring stacking interactions of Tyr7 and Tyr20 mutually sta-
bilize both the PP fold and the dimer. We subsequently charac-
terized the [Ala7]-bPP mutant and discovered that, in contrast
to our expectations, the back-fold was preserved. Nevertheless,
the back-folded segment around residues 7–12 was significant-
ly destabilized with respect to wild-type bPP. PYY contains Ala
at position 7 and the dynamics data display reasonable similar-
ity to those of [Ala7]-bPP.


The major difference in sequence between NPY and PYY is
Pro14 in PYY being shifted to position 13 in NPY. In fact, the
position of Pro in that segment has been used to assign se-
quences to either the PYY or NPY family.[34] Since the seg-
ment 10–14 forms the N-terminal-helix capping turn we felt
that the differences in back-folding propensities between NPY
and PYY might be due to conformational restraints imposed
by the Pro residues at the according positions. In order to
better understand which residues are important for inducing
the PP fold, we have therefore looked at a series of mutants
by using the 15N{1H}-NOE to quantify the extent of back-fold-
ing. Accordingly, we have expressed uniformly 15N-labeled
[Ala14]-PYY and [Pro13,Ala14]-PYY. As depicted in Figure 7,
[Ala14]-PYY is still back-folded. However, the back-folded seg-
ment appears to be slightly more flexible.


Interestingly, the mutant [Pro13,Ala14]-PYY is no longer
back-folded and we conclude from this fact that Pro14 in PYY
does not provide conformational restraints enforcing the back-
bone to adopt the PP fold. The comparison of [Ala14]-PYY with
[Pro13,Ala14]-PYY rather indicates that it is Pro at position 13
that is incompatible with the occurrence of the PP fold in NPY.
We would like to add at this point that Pro is found at posi-
tion 13 in aPP, which, however, has low sequence homology to
NPY or PYY. We have also looked at PYY(3–36), a naturally oc-
curring variant of PYY, for which a controversially debated role
in the regulation of food uptake was proposed recently.[74,75]


Keire et al. have stated that PYY(3–36) is no longer back-
folded,[67] an observation that is confirmed by our dynamics
data. Indeed, the values for the heteronuclear NOEs are very
similar for [Pro13,Ala14]-PYY and PYY(3–36). Since no interac-
tions between the first two residues and those from the C-ter-
minal helix are observed in PYY, we believe that this change in
tertiary structure is induced because the charge from the N
terminus is moved closer to the hydrophobic contact formed
between Pro5 and Tyr27.


We and others realized that both NPY[56] and PYY(3–36),
which are both non-back-folded, form larger aggregates at
concentrations higher than 1 mm. Our experiments with TOAC-
NPY indicated the presence of both parallel and antiparallel ar-
rangements. Whether a mixed type of arrangement is present
in a single oligomer (for example, a three-helix bundle) or
whether it represents rapidly interconverting dimers is unclear
at this stage. It needs to be pointed out that the secondary
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structures of all non-back-folded peptides investigated by us
so far are much less rigid than the back-folded peptides.


5.2. Understanding structural features of the neuropeptides
in the micelle-bound state


The membrane-compartment theory of receptor recognition
suggests a significant role of the membrane in mediating the
transfer of the peptide hormones from the aqueous phase to
the lipid-rich environment of the membrane-embedded recep-
tor.[7] Structure–activity relationship studies should therefore
take into account several parameters of the membrane-associ-
ated state of a peptide hormone, including conformation, ori-
entation, and partitioning in the membrane, as well as molecu-
lar motion. We have collected a complete set of estimates re-
flecting such properties for the principal members of the NPY
family, including NPY, PP, PYY, and the Y5-subtype-preferring
NPY analogue [Ala31,Pro32]-NPY.[16–19]


Overall, some common structural features emerge that are
shared by all NPY family peptides in their micelle-associated
states. The N terminus is relatively flexible, that is, released
from its back-folded form, as observed in the solution state of
PP and PYY. The hydrophobic side of the C-terminal a helix,
which starts between residues 14 and 17, forms the mem-
brane-binding interface with hydrophobic side chains inserting
into the hydrophobic interior of the membrane. The C-terminal
a helix is generally very well defined with the generalized
order parameters, S2, adopting values larger than 0.75 for the
segments Ala18–Arg33 and Ser18–Thr32 in NPY and PYY, re-
spectively, whereas the C-terminal tyrosine amides of NPY and
PYY exhibit somewhat lower but similar S2 values of 0.28 and
0.36, respectively. The S2 value of the N-terminal residues
steadily increase, but they are well below 0.2 up until resi-


due 12. Here, the highly uncorre-
lated slow internal motions are
interpreted as random diffusion
of the N terminus in the aque-
ous environment of the micelle.


Membrane anchoring of all
peptides investigated occurred
through intercalation of hydro-
phobic or aromatic side chains
such as Ile, Leu, Val, or Tyr/Phe/
Trp into the hydrophobic interi-
or. Signal reductions due to spa-
tial proximity of the spin label 5-
doxylstearate revealed a 3–4 resi-
due periodicity, which suggests
that the helix is oriented parallel
to the micelle surface. In general,
membrane anchoring may be
very well predicted from the free
energies of transferring whole
amino acids from aqueous bulk
solution into the membrane–
water interface or the hydropho-
bic interior (Figure 8), as deter-


mined by White and co-workers.[21,22]


The plot reveals strikingly lower (energetically more favor-
able) energies for residues from the C-terminal half of the pep-
tides compared to the values for those in the N-terminal half
(Figure 8). This presents additional evidence that the C-termi-
nal a helix has been evolutionarily optimized for membrane
binding. The data nicely reflect the amphiphilicity of the helical
segment. Moreover, residues displaying favorable energies
have also been identified as membrane-anchoring residues.
When Tyr7 of bPP is replaced by Ala, the N-terminal segment
is no longer associated with the micelle surface (unpublished
data), which is in perfect agreement with the presented view.


Figure 7. Values of the 15N{1H}-NOE for mutants of PYY. For reference the values of PP (!) and NPY (*) are also
presented. Data are given for PYY (^), [Ala14]-PYY (&), [Pro13,Ala14]-PYY (*), and PYY(3–36) (~). The secondary
structure of PYY in solution is presented on the left with the side chains of the helix-capping residues 10–14
depicted and annotated.


Figure 8. Free energies of transfer of whole amino acids from the aqueous
bulk phase into the phospholipid interface, DGwif, as derived by White and
co-workers,[21, 22] plotted for the sequences of pNPY (*) and bPP (&).
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The C-terminal pentapeptide is believed to be important for
receptor activation, presumably through electrostatic interac-
tions involving Arg33 and/or Arg35,[38] and hence special atten-
tion shall be given to structural features of this particular seg-
ment. Interestingly, binding of NPY family peptides to the
membrane surface is accompanied by a conformational stabili-
zation and reorientation of the C-terminal pentapeptide. It is
generally much more rigid in the micelle-bound species, as re-
flected by positive 15N{1H}-NOEs (Figure 5, lower panel). By con-
trast, 15N{1H}-NOEs of NPY in solution adopt generally lower
values, which are even negative between residues 31–36. C-ter-
minal amidation is essential for binding to the Y receptors and
modification of NPY to yield the free carboxy terminus leads to
almost complete loss of affinity at the human Y1 receptor.[76]


Interestingly, our spin-label studies and the 15N{1H}-NOE record-
ed with an 15N-NPY mutant with a free carboxy terminus indi-
cate that Tyr36 is not close to the membrane–water interface
any longer and the C-terminus diffuses freely in solution.


The results for membrane-binding affinities as determined
by SPR spectroscopy are depicted in Table 4 for pNPY, pPYY,
and bPP. We noticed that the overall association rates are mod-


erate and the spanned range of association constants is rather
small. Surprisingly, binding to the zwitterionic bilayers is gener-
ally tighter than to the negatively charged bilayers. The overall
association constants on the zwitterionic surfaces are correlat-
ed to the overall (positive) charge in the C-terminal helix. How-
ever, the data lack proof that general receptor binding or sub-
type specificity is correlated to the strength in membrane
binding. From these data, we suspect that a general affinity for
the membrane, inducing conformational rigidification and
topological preorientation, is necessary but that the location of
the peptide with respect to the membrane is best character-
ized by a probability distribution of distances between the
peptide and the membrane surface. As it may be possible that
the receptor binding pocket is only accessible by the peptide
once it has come off the membrane to some extent (see
below), moderate membrane-binding affinities may actually
promote better receptor binding.


6. Pharmacological Differences of Peptides
from the NPY Family Are Better Reflected in
the Micelle-Associated Structures


The principal members of the NPY family of neurohormones,
NPY, PYY, and PP, display different affinities at the various Y re-
ceptor subtypes. Whereas NPY and PYY, which have an overall
sequence homology of approximately 80%, possess nanomolar
binding affinities at all receptor subtypes, PP binds very tightly
to the Y4 receptor, to a lesser extent to the Y5 receptor, and
very poorly to the Y1 and Y2 subtypes. We have determined
the structures of these peptides when bound to DPC mi-
celles[16, 17,19] and redetermined the structure of PYY in solu-
tion.[16] A comparison of the structures of these peptides in the
two environments is displayed in Figure 9.


Clearly, the solution structures of NPY and PYY are different in
that NPY does not back-fold whereas PYY does. In this respect,
PYY and PP, two peptides displaying very different pharmaco-
logical binding profiles, are much more similar. By contrast, the
structures of micelle-bound NPY and PYY are almost identical
whereas the conformation, especially of the C-terminal penta-
peptide, is clearly different in bPP.


Moreover, identical residues of NPY and PYY form the mem-
brane-binding interface, which is not surprising considering
the high sequence identity in the C-terminal part. Major mem-
brane-anchoring points are formed by the side chains of resi-
dues Leu17, Tyr20, Tyr21, Leu24, Ile28, Asn29, Ile31, Thr32, and
Tyr36. The conformation, micelle-anchoring topology, and sta-
bility of the C-terminal pentapeptide are nearly identical in
NPY and PYY. Residues Thr32 and Tyr36 are anchored through
their side chains onto the membrane and the helix extends up


Table 4. Data for association of peptides to phospholipid membranes as
determined by SPR spectroscopy.[15]


Peptide Lipid[a] Rate constants (two-state reaction model ; 2.5–25 mm)[b]


ka1 kd1 ka2 kd2 Kass


[s�1] [s�1] [s�1] [s�1] [m�1]


bPP PC 1340 6.54S10�2 3.64S10�3 2.92S10�3 4.58S104


PC/PG[c] 971 4.01S10�2 4.43S10�3 5.91S10�3 4.23S104


pPYY PC 472 3.00S10�2 4.12S10�3 1.71S10�3 5.36S104


PC/PG[c] 180 1.82S10�2 3.41S10�3 2.04S10�3 2.63S104


pNPY PC 501 1.74S10�2 2.48S10�3 1.81S10�3 6.83S104


PC/PG[c] 385 4.78S10�2 1.32S10�3 2.57S10�3 1.22S104


[a] PC=phosphatidyl choline; PG=phosphatidylglycerol. [b] ka1 and
ka2= rate of association for steps 1 and 2, respectively; kd1 and kd2= rate
of dissociation for steps 1 and 2, respectively; Kass=association constant.
[c] PC/PG (4:1, w/w).


Figure 9. Comparison of structures of PYY (left), NPY (middle), and bPP
(right) unligated in solution (top, single conformer) and when bound to DPC
micelles (bottom, superposition of NMR ensemble). The C-terminal penta-
peptide of the micelle-bound peptides is depicted in red. Reproduced with
permission from ref. [16] , copyright (2004), Elsevier.
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to residue 36. The C-terminal Tyr amide forms the main an-
choring point of the C terminus. Interestingly, deamidated NPY
is inactive and our spin-label data indicate that for that modifi-
cation the C terminus is no longer held in the vicinity of the in-
terface. The positively charged side chains of Arg33 and Arg35
point away from the membrane into the aqueous environ-
ment. By contrast, the root mean square deviation values of C-
terminal residues of micelle-bound bPP are significantly higher
than in NPY and PYY but nevertheless indicate the presence of
residual structure. Spin-label data for bPP suggest that the
backbone of residues 33–35 is close to the micelle surface or
even partly buried. The helix ends at residue Thr32 and Pro34
presents the main anchor in the C-terminal pentapeptide.
Figure 10 shows a comparison of the backbone conformations
of NPY, bPP, and [Ala31,Pro32]-NPY for C-terminal residues.


Whereas Pro in position 34 apparently anchors bPP on the
membrane, the double mutation introduced in [Ala31,Pro32]-
NPY disrupts the a-helical conformation of the C-terminal pen-
tapeptide and results in a longer and more flexible loop be-
tween membrane anchors in position 29 and the C-terminal
Tyr36 amide.


The positions of Arg33 and Arg35 are consequently less well
defined in [Ala31,Pro32]-NPY than in bPP, particularly with re-
spect to their orientation relative to the membrane–water in-
terface. Moreover, both of these peptides display a stronger
conformational heterogeneity at their C termini than NPY and
PYY. We have speculated that the resulting difference in posi-
tioning of Arg33 or Arg35 with respect to the water–mem-
brane interface may partially account for differences in the re-
ceptor-subtype specificity observed for these peptides.[16–19]


The most striking structural difference of bPP as compared
to the structures of NPY and PYY when bound to DPC micelles
is the extent to which the N-terminal half of the molecule in-
teracts with the membrane. Membrane association by N-termi-
nal residues is virtually absent in NPY and PYY, but spin-label
and hydrogen-exchange data indicate proximity to the mem-
brane–water interface for Leu3, Glu4, Glu6, Gly9, and Ala12 in
bPP. The latter findings are further supported by significantly
reduced hydrogen-exchange rates at Leu3, Glu6, Tyr7, and
Ala12 and by the absence of peaks due to the cis conformer
around the Asn7–Pro8 peptide bond. We speculated that the
difference in membrane anchoring of the N-terminal halves of


NPY/PYY compared to that of bPP may be due to the addition-
al Tyr7 residue in bPP, which replaces Asn and Ala residues in
NPY and PYY, respectively.


We believe that the comparison of structures of NPY and
PYY in solution and when bound to DPC micelles indicates
that the peptides from the NPY family are recognized from the
membrane-bound state. The rationale behind this conclusion
is that these ligands, which possess almost identical binding
profiles at the Y receptor subtypes, are expected to display
similar conformations in the particular environment from which
they are recognized. Otherwise, the conformational rearrange-
ments that would be necessary to allow binding should result
in differences in entropy, which would propagate into changes
in free energy of binding that would, in turn, translate into dif-
ferences in binding affinities. Moreover, in case of an induced-
fit binding mode, which cannot be excluded per se, it is highly
unlikely that the necessary rearrangements at all receptor sub-
types are similar if the structures of the two ligands are differ-
ent. We would like to emphasize that the above-described ap-
proach uses unmodified peptides and, therefore, problems
from modifications introduced to enhance membrane binding,
which may result in unknown differences in the receptor-bind-
ing mode, are avoided.


7. A Scenario for Binding to the Receptor:
Conclusions and Outlook


For binding of the hormones to their receptors, we propose a
multistage scenario. Firstly, hormones are attracted by the
membrane through electrostatic interactions. The extent of
these attractions is regulated by the content of negatively
charged phospholipids in the membrane composition and by
the content of cationic ligand residues. In a second step, the
peptide reorients such that hydrophobic residues penetrate
the hydrophobic interior. The hormone subsequently diffuses
laterally along the membrane and it is this particular state
from which the peptide is recognized initially by the receptor.
However, this state may be heterogeneous, thereby reflecting
an equilibrium between the membrane-associated state and
the unligated solution state. Once the membrane-associated
and preoriented ligand has diffused into proximity of the re-
ceptor, it may then enter the binding pocket of the receptor.
The initial conformation for this transition would be close to
the membrane-bound state but may undergo further confor-
mational changes following an induced-fit mechanism. We
would like to especially emphasize that our model does not
exclude such an induced-fit mechanism. However, in cases
where any of the sequential events is unfavorable and associat-
ed with an unrealistically high energy barrier, binding will not
take place. The membrane-bound pathway might therefore be
a mechanism to cross an energetically unfavorable transition
state more easily.


Binding to the membrane interface is promoted by both hy-
drophobic and electrostatic interactions (see above). Since
electrostatic interactions depend on the inverse of the separat-
ing distance, in contrast with hydrophobic interactions which
scale with the inverse of the sixth power, they are more effec-


Figure 10. Comparison of NPY (left), bPP (middle), and [Ala31,Pro32]-NPY
(right) bound to DPC micelles. The figure displays the superposition of NMR
structures of the C-terminal segment comprising residues 24–36. Membrane-
anchoring residues are annotated and indicated by spheres.
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tive over much larger distances and probably dominate initial
contacts. BiaCore measurements by Aguilar and co-workers re-
vealed that binding to membranes proceeds with a two-step
mechanism.[30,73] Firstly, electrostatic interactions led to fast on
rates, after which the orientation of the ligand is changed. The
hydrophobic side comes to point towards the interface, there-
by facilitating intercalation of the side chains of hydrophobic
residues into the hydrophobic interior. According to the exact
positioning of the peptide in the membrane, electrostatics
may become even more important since the dielectric con-
stant in that region is reduced (to about 3–10) so that Debye–
HNckel screening of charges by the water dipole is much less
efficient.


A number of studies have shown the importance of electro-
static interactions for binding of ligands to G protein-coupled
receptors.[77–79] Presently, it is not clear whether electrostatic in-
teractions or p-cation interactions between the Lys/Arg side
chains and aromatic residues[80] dominate binding affinity. It is
of interest to note that the negative charge is located in the
receptor in most of the known cases and not vice versa! There
is no obvious reason for that from an energetic point of view,
unless one assumes an interaction between the membrane
and the ligand that is promoted by cationic ligand residues.
Again the importance of p-cation interactions may account for
this surprising observation. The high occurrence of aromatic
residues at the water–membrane interface also indicates that
this type of interaction may be of relevance.


An interesting question asks how the neuropeptides enter
the binding pocket once the membrane-bound species has lat-
erally diffused along the membrane into the proximity of the
receptor. Mutagenesis data indicate that the binding site in-
volves some residues from the third extracellular loop (see
above),[44] but clearly other interactions will also take place.
With the assumption that this binding pocket is not easily ac-
cessible for the membrane-attached peptide, conformational
rearrangements of the extracellular loops could possibly pro-
vide the necessary changes to accommodate the ligand. Al-
though no structural data for Y receptors are presently avail-
able, it is likely that the seven-helix bundle provides a rather
rigid scaffold that does not allow large rearrangements of the
extracellular loops. It is therefore possible that the ligands ac-
tually need to come off the membrane in order to diffuse into
the binding pocket. Our SPR data indicate that the membrane-
binding affinity of these peptides is moderate and, hence,
there is a substantial population of peptides in solution, albeit
in closer proximity to the membrane. Biophysical investigations
have shown that solvent properties such as the dielectric con-
stant are very different in the interface region compared to
those in bulk water. Our experiments with water/methanol
mixtures indicate that the population of molecules possessing
the overall structural features of the membrane-bound form is
high even when the dielectric constant is considerably in-
creased. Hence, overall structural features from the membrane-
bound species are preserved unless the peptides diffuse back
deeply into the bulk-water phase.


We believe that our data support the view that hormones
from the neuropeptide Y family are indeed recognized from


the membrane-bound state. In this review we have described
techniques and concepts developed by us to relate the phar-
macology to the structures of these peptides; we observed
that the biological data are better correlated to the structures
of the micelle-bound species. Our work, of course, only pro-
vides indirect evidence and is mainly restricted to the event of
initial recognition. In fact, much more additional work is neces-
sary to fully prove the membrane-compartment concept, in-
cluding a thorough investigation of the binding kinetics. In ad-
dition, we presently have no structural data on binding of the
peptides to the Y receptors or fragments thereof and the path-
way for diffusion of the peptides from the membrane-bound
state into the binding pockets needs to be investigated in
more detail. We would also like to emphasize that we have
performed our investigations exclusively for the full-length
peptides. Many small-molecule antagonists have been devel-
oped and it is unlikely that recognition of all of them occurs
from the membrane-bound state. Many of these molecules ac-
tually lack a specific membrane-binding interface. The contro-
versy and debate about this model may have been stirred by
the fact that the concept has been erroneously generalized to
account for all ligands.
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NMR Spectroscopy of Paramagnetic
Metalloproteins
Ivano Bertini,*[a, b] Claudio Luchinat,[a, c] Giacomo Parigi,[a, c] and
Roberta Pierattelli[a, b]


1. Introduction


From genome browsing, it appears that the number of known
proteins that need a metal ion to function is increasing more
and more. It is estimated that about 1=4 of the proteins in all
living organisms contain a metal ion.[1] In the human genome
alone, about 10% of the total are proteins that require zinc.
Calcium, iron, and copper are also abundant and essential
metal cofactors.


If we look at metalloproteins by NMR spectroscopy, the
metal ion represents a point of discontinuity in the network of
coherence transfer and in the structural restraints. Therefore,
metalloproteins represent a challenge from the point of view
of solution structure determination by NMR spectroscopy.


Indeed, there are many NMR-derived structures of metallo-
proteins deposited in the Protein DataBank,[2] but often the li-
gands and the atoms coordinated to the metal ion are as-
sumed to be known by analogy with X-ray structures of ho-
mologous proteins and the coordination bonds are imposed
as restraints. In some lucky cases, metal-nucleus–proton scalar
connectivities can be exploited to prove the existence of a
metal–protein bond. This is the case with 113Cd[3–6] and
199Hg,[7,8] for which metal–ligand couplings can be detected by
heteronuclear 2D experiments such as metal–proton correla-
tion or metal-edited spectra. These experiments provide cross-
peaks originating from the metal-nucleus–proton couplings,
which are directly related to the MXCH dihedral angle (M=


metal ion; X=donor atom; Figure 1).[9] In this way, structure in-
formation on the coordination geometry of the metal site can
be obtained. Such measurements are possible, although in the
case of metal nuclei with I> 1=2 quadrupolar relaxation may
easily broaden the lines, with the result that the connectivity is
quenched. Our group has pursued the use of X-ray absorption
spectroscopy (XANES, edge, and EXAFS) to obtain information
on the number and nature of donor atoms and their distance
from the metal ion.[10,11] The cysteine/methionine and histidine
ligands are easily detected as donor groups.[12,13]


Among metalloproteins, paramagnetic metalloproteins rep-
resent a chapter by themselves. They are characterized by the
presence of unpaired electrons. Therefore, EPR and ENDOR
spectroscopy are complementary information tools to NMR
spectroscopy.[14,15] Unpaired electrons have large magnetic mo-
ments (the free electron has a magnetic moment 658 times
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This article deals with the solution structure determination of
paramagnetic metalloproteins by NMR spectroscopy. These pro-
teins were believed not to be suitable for NMR investigations for
structure determination until a decade ago, but eventually novel
experiments and software protocols were developed, with the
aim of making the approach suitable for the goal and as user-
friendly and safe as possible. In the article, we also give hints for


the optimization of experiments with respect to each particular
metal ion, with the aim of also providing a handy tool for non-
specialists. Finally, a section is dedicated to the significant prog-
ress made on 13C direct detection, which reduces the negative ef-
fects of paramagnetism and may constitute a new chapter in the
whole field of NMR spectroscopy.


Figure 1. Karplus-type relationship between the 113Cd�S�C�H dihedral
angle, q, and the metal–proton coupling constant, 3J, in Cd7-metallothionein
and Cd-rubredoxin, with the best-fit curve shown.[9]
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larger than a proton) and have relaxation times varying from
10�13–10�8 s depending on the atomic number of the metal
and on the particular occupancy of the atomic orbitals. Elec-
tron relaxation generates stochastic magnetic fields which
cause nuclear relaxation.[16,17]


The understanding of electron relaxation and its effect on
nuclear relaxation is another challenging field of research,
which is pertinent to NMR spectroscopy of paramagnetic mole-
cules because the resulting nuclear relaxation properties deter-
mine the observability of NMR spectra.


Although some approximation is necessary, we can say that
in the presence of paramagnetic metal ions the NMR lines
broaden with the reciprocal of the 6th power of the metal–
nucleus distance.[18–21] Therefore, generally there is a sphere
around the metal ion in which proton NMR lines are too broad
to be detected, a shell in which nuclei give rise to observable
but broad lines, and a further shell in which the paramagnetic
effect is negligible (Figure 2). The size of these shells depend
on the nuclear relaxing capability of the metal ion, which in
turn depends on the number of unpaired electrons, on the
electron relaxation time, and on the rotational correlation time
of the molecule (see Section 2.2). The nuclear relaxing capabili-


ty of various metal ions for a protein of a given size are sum-
marized in graphical form in Figure 3.
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Figure 2. The inner sphere centered on the paramagnetic metal ion is a
blind-zone, as proton NMR signals are too broad to be detected. Outside
this sphere, there is another sphere indicating the region where NMR signals
are visible and still affected by paramagnetism, so that information can be
extracted on their position with respect to the metal ion.
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This article deals with 1) the best exploitation of the infor-
mation contained in the broadening of the lines and 2) the im-
provement of the observability of broad signals. The paramag-
netic broadening of lines contains much information on the
electron–nucleus hyperfine coupling and ultimately includes
the metal ion in a network of restraints involving part of the
protein. Therefore, in favorable cases, the solution structure
can be obtained based only on NMR data and, more often, the
protein part may be better defined than in the case of diamag-
netic proteins. In fact, studies that exploit a paramagnetic
metal ion intentionally bound to a protein are many in the lit-
erature and are quite fashionable.[22–35]


2. Paramagnetism-Based Structural Restraints
in Solution


2.1. Hyperfine shift


Contact shift : The NMR lines affected by the presence of un-
paired electrons may easily experience an extra contribution to
the chemical shift, which is called hyperfine shift. If the un-
paired electron can delocalize onto the resonating nuclei, then
these experience the so-called contact or Fermi contact shift
(dc). This shift contains structural information; however, it is
hidden inside the particular mechanisms of unpaired-electron
delocalization. No general protocols are available for solution
structure determination, but several attempts can be found in
the literature[36–53] for the use of such effects in specific cases.
Examples are the use of contact shifts on the b-CH2 protons of


cysteine residues coordinated to iron(ii)/iron(iii) ions in iron–
sulfur proteins to provide dihedral-angle information through
Karplus type relationships (Figure 4A)[37] or the use of contact


shifts (or combinations of contact and pseudocontact shifts,
see below) of methyl protons in heme proteins containing
low-spin iron(iii) ions to determine the orientation of the axial
ligand(s) (Figure 4B).[36,38,39,42, 43,47,48, 54] In all cases, the use of
contact shifts is parametric, as their quantomechanical calcula-
tion from first principles is not trivial. Calculations by means of
a high-level hybrid density-functional treatment were per-
formed on the protein rubredoxin, a small protein containing a
single iron center coordinated to four cysteinate sulfur atoms.
A remarkably good agreement with the experiments was ob-
tained.[46,53] The paramagnetism has a strong effect on the
nuclei close to the iron center, thereby leading to extreme line
broadening and very large hyperfine shifts.[55]


Often, the electron magnetic moment is anisotropic, that is,
it takes up different values for different orientations of the pro-
tein in the external magnetic field. Under these conditions, the
dipolar coupling with the nuclear spin magnetic moment does
not average zero upon rotation, because the electron magnet-
ic moment vector is not constant. This nonzero average of the
dipolar coupling energy produces a contribution to the hyper-
fine shift, which is called the pseudocontact shift (dpcs). In princi-
ple, each nucleus in a paramagnetic protein may experience a
sum of contact and pseudocontact shifts. However, with a bit
of chemical intuition, it is possible to decide at first glance
which nuclei experience only pseudocontact shift and not con-
tact shift : for example, if the number of chemical bonds sepa-
rating the resonating nucleus from the metal ion is larger than
four and there are no p bonds, the contact shift can be consid-
ered negligible and any observed hyperfine shift can be con-
sidered to be pseudocontact in nature. This is a great advant-
age, as the dpcs measurement directly contains valuable struc-
tural information (see below). In some cases, strong deviations
from the predicted dpcs values for nuclei in the vicinity of the
metal ion can be taken as evidence of contact shifts, that is, of
the presence of through-bond connectivities. For example, in
the case of the protein calbindin D9k, a calcium-binding protein
where the calcium(ii) ion in the C-terminal site can be selec-


Figure 3. The extent of line broadening at 900 MHz experienced by a proton
10 I away from the metal in a protein of MW=25000 Da (rotational correla-
tion time, tr=10�8 s) at 298 K depends on the nature of the metal ion, that
is, on the number of unpaired electrons and on its electron relaxation time.
Solid lines indicate the values of g2J(J+1) and correlation time tc with con-
stant R2 values (R2=pDn), where g is the free electron ge factor or the gJ


factor for lanthanides and actinides (Ce: 6=7, Nd: 9=2, Dy: 4=3, Tb: 3=2, Yb: 8=7,
Tm: 7=6), J is the S quantum number or the L+S quantum number for lantha-
nides and actinides, and tc is calculated as 1/(t�1


r +t�1
s ), with ts being the


electron relaxation time. HS stands for high spin and LS for low spin.


Figure 4. A) Karplus relationship for Hb nuclei of iron-coordinated cysteines
in proteins containing Fe�S clusters. B) Karplus relationship for low-spin
iron(iii) heme methyl groups in histidine–cyanide cytochromes.
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tively substituted with lanthanides, the analysis of the hyper-
fine chemical shifts induced by Ca2+ substitution with Ce3+ on
several CO groups revealed contact contributions due to direct
binding to the metal ion. This allowed the unambiguous iden-
tification of the metal ligands.[56]


Pseudocontact shift : Pseudocontact shifts were described as
early as 1958,[57] but the first attempts to use them to refine a
protein structure in solution by starting from X-ray data ap-
peared in 1995.[58] Eventually a protocol for solution structure
determination appeared the following year. The dpcs values are
given by Equation (1)[59] , where r is the distance between ob-
served nuclei and metal ion, and Dcax and Dcrh are the axial
and rhombic anisotropy parameters of the magnetic suscepti-
bility tensor of the metal, as defined by Equation (2), and q


and f identify the polar coordinates of the nucleus in the
frame of the electronic magnetic susceptibility tensor.


dpcs ¼ 1
12pr3


�
Dcaxð3cos2q�1Þ þ 3


2
Dcrhsin


2qcos2f


�
ð1Þ


Dcax ¼ czz�
cxx þ cyy


2
and Dcrh ¼ cxx�cyy ð2Þ


Pseudocontact shifts thus depend on the 3rd power of the
metal-to-nucleus distance, and the extent of the magnetic sus-
ceptibility anisotropy sets the radius of the sphere where the
hyperfine shifts are measurable. Equation (1) resembles a d or-
bital function as it is taught in freshman chemistry courses
(more precisely, a dz2 function if Dcrh=0 or a dx2�y2 function if
Dcrh=


2=3Dcax ; Figure 5). Therefore, a value of pseudocontact


shift corresponds to an infinite number of nuclear coordinates
in the metal magnetic susceptibility anisotropy coordinate
system, that is, all the positive or negative points of the surface
of a d orbital (Figure 5). Therefore, the dpcs information alone
cannot solve a structure. However, it was shown that the dpcs


values are absolutely consistent with NOEs and dihedral-angle
structural restraints.[60–62] A protocol has been thus implement-
ed to include these restraints in the most popular software
packages for solution structure determination, such as DYANA/
CYANA[63,64] and Xplor-NIH.[65] Although such programs are not
optimized for handling these restraints, due to the complicat-
ed form of the energy surface, they have been shown to be
precious not only for protein refinement but also for ab initio
structural calculations.[64]


In general, the dpcs values can be measured after the com-
plete assignment of the 1H,15N-HSQC spectra of both the dia-
magnetic and the paramagnetic samples is obtained. However,
when the assignment of the diamagnetic spectrum is available,
a shortcut is possible.[28] In fact, the signals of nuclei far from
the metal ion have small dpcs values and the corresponding sig-
nals resonate close to the diamagnetic ones. For some isolated
resonances, the assignment can be easily transferred from one
spectrum to another, and a first estimate of the tensor is possi-
ble from this subset of dpcs values. A much larger number of
dpcs values can then be found from the comparison of ob-
served and calculated values for additional resonances, and
the process can be repeated.


The first application of this technique was on a low-spin
iron(iii) heme protein.[61] Low-spin iron(iii) has one unpaired
electron and significant magnetic anisotropy.[48,66] If we know
the hyperfine shifts, that is, the differences in shift between
the actual paramagnetic system and the analogous diamagnet-
ic system for nuclei of residues not experiencing any contact
shift, then we know the dpcs values. At this point, we may rely
on a preliminary structure to extract the polar coordinates for
each proton with respect to an arbitrary internal-axes frame,
and we then find, through Equation (1), the Dcax and Dcrh


values and the three independent direction cosines that define
the principal directions of the magnetic anisotropy tensor with
respect to the internal axes.[67–69] The inclusion of this piece of
information in the calculation protocol, together with all the
other restraints available, such as upper distance limits derived
from NOE data, permits a better definition of the structure
itself.[25,60, 62,70–75] In the case of Ala80Met Cyt c,[61] for example,
the refinement of the structure calculated with the standard
approach, reported in Figure 6A, shows some not very well-de-
fined regions, in particular in the heme cleft. With the inclusion
of the restraints obtained from the analysis of the dpcs values,
the quality of the structure improved, as shown in Figure 6B.


Pseudocontact shifts can be used also as restraints in molec-
ular dynamics. A module[76] is available for the popular pro-
gram Amber.[77] A novel strategy for fast resonance assignment
of 1H,15N HSQC spectra based on pseudocontact shifts was also
proposed.[78]


Most of the data used in structural refinements involve 1H
dpcs values, although 15N and 13C dpcs values are also
used.[23,62, 79] Since dpcs values are calculated as the difference
between the chemical-shift values observed for the nuclei in a
paramagnetic system and in a diamagnetic analogue, the
latter is obtained by removing the paramagnetic ion, by substi-
tuting the paramagnetic metal ion with a diamagnetic metal,
or by reducing the paramagnetic metal to a diamagnetic state.


It is worth mentioning that 1H dpcs values are always in excel-
lent agreement with other constraints, that is, the values back-
calculated from the resulting structure match very well with
the measured ones. On the contrary, when the diamagnetic an-
alogue used to calculate the pseudocontact shifts is the same
metal in a different oxidation state, for instance, low-spin
iron(ii) as a diamagnetic analogue for low-spin iron(iii) in a
heme protein, heteronuclear (13C[80–82] and 15N[81,83, 84]) dpcs values
may show small but significant deviations. The origin of these


Figure 5. Isopseudocontact shift surfaces calculated from Equation (1) with
A) Dcrh=0, B) Dcrh=


1=3Dcax, and C) Dcrh=
2=3Dcax. Positive shifts are in dark


gray, negative shifts in light gray. Note the resemblance of the surfaces in A
and C to the dz2 and dx2�y2 orbitals, respectively.
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deviations, dubbed redox shifts, is not understood yet. Contact
contributions can be ruled out for nuclei of residues not
bound to the metal ion. Among the possible causes that have
been considered are slight differences in the structure of the
protein in the two oxidation states, long-range electrostatic ef-
fects due to the different overall charge of the molecule, and
even long-range electron delocalization effects that may
render partially invalid the point-dipole approximation used to
treat all electron–nucleus coupling phenomena. When this
happens, either the allowed tolerance in the calculation is in-
creased or the restraints are dropped.


2.2 Relaxation rates


Longitudinal and transverse nuclear relaxation rate enhance-
ments (R1 and R2, respectively) in paramagnetic proteins gener-
ally depend on the dipolar coupling between the unpaired


electron and the resonating nuclei. The relevant equation for
the longitudinal dipolar relaxation rate enhancement, R1para, is in
the form of Equation (3):[85] , where rates k1 and k2 depend on
the observed nuclear species, on the electron spin quantum
number, on the proton Larmor frequency (wI=gIB0) and on the
correlation times related to the mechanisms responsible for re-
laxation.


R1para ¼
k1þk2
r6


ð3Þ


The k1/r
6 value is proportional to the square of the dipole–


dipole interaction between the nuclear spin and the electron
spin, and it contains the correlation time, tc, which is defined
by Equation (4). From this equation it appears that tc is domi-
nated by the shortest among the electron relaxation times, ts,
the protein rotational correlation time, tr, and the exchange
time, tM, which may enter the picture if either the nucleus or
the metal belong to chemical moieties that are in chemical ex-
change with the protein. In metalloproteins, tc is usually equal
to ts.


tc
�1 ¼ ts


�1þtr
�1þtM


�1 ð4Þ


The quantity k2/r
6 is proportional to the square of the dipole–


dipole interaction between the nuclear spin and the time-aver-
age of the electron magnetic moment, called the magnetic sus-
ceptibility relaxation[21] or Curie spin relaxation.[20] It contains a
correlation time which is given by the shortest value between
tr and tM. In metalloproteins, it is usually equal to tr. The k2
value is usually negligible with respect to the k1 value in the
case of R1 data but not in the case of R2 data (see below).


Equation (3) shows that the relaxation rate enhancement ef-
fects depend on the inverse of the 6th power of the metal-to-
nucleus distance, thus they tend to vanish rapidly. As anticipat-
ed in Section 1, they are measurable in a spherical shell from
the metal (Figure 2) where the effect is not too weak to be
negligible and not too strong to make the signals unobserva-
ble. To be used as structural constraints, the relaxation rate en-
hancements need to be extracted from the relaxation rates in
the paramagnetic protein and the relaxation rates of a diamag-
netic analogue. Sometimes, instead of measuring the individu-
al diamagnetic relaxation rates, an average diamagnetic value
can be calculated, and an upper value can be taken to be sub-
tracted from the experimental R1 value in order to obtain a
lower limit for the R1para value, which is a good upper distance
limit restraint. We use such upper distance limits as restraints
in our protocols (www.postgenomicnmr.net) for solution struc-
ture determination. The rationale for doing this instead of
direct refinement against rate enhancements, is that the exper-
imental uncertainty on relaxation rates is roughly proportional
to the rates themselves. Therefore, direct refinement tends to
overestimate the contribution of large rates to the target func-
tion, which is minimized by the program for structure determi-
nation. As distances depend on the inverse sixth root of the
rates, the use of distances is less biased.


In Figure 7, the improvement around the iron–sulfur cluster
II in the solution structure of oxidized ferredoxin, a protein


Figure 6. Solution structure of the Saccharomyces cerevisiae Met80Ala iso-1-
cytochrome c. The 17 best structures of A) the original DIANA family and
B) the final PSEUDIANA family are compared.
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containing 55 amino acids and 2 [4Fe�4S] clusters, upon in-
clusion of 69 new restraints based on R1 measurements is
shown.[86]


Similarly to the R1 value, the transverse nuclear relaxation
rate enhancement, R2para, is defined by Equation (5).


R2para ¼
k10þk20
r6


ð5Þ


The contribution to R2, and thus to line widths, of the term
due to Curie relaxation is often very important in paramagnetic
metalloproteins, especially at high magnetic fields, due to its
dependence on the large value of the rotational correlation
time, tr.


[85] R2 restraints have been used for structural calcula-
tions, for example, in spin-labeled platinum complexes, to
better define the bending of the DNA duplex as an adduct
with a platinum complex,[87] in spin-labeled RNA, for the deter-
mination of the structure of protein–RNA complexes,[88] in
ubiquitin tagged with a three-residue copper(ii)-binding se-
quence, and to extract distance restraints.[24]


2.3. Cross-correlation between Curie and dipolar relaxations


Modulation of nuclear dipole interaction with both another nu-
clear dipole and the average induced electron dipole, present
in paramagnetic systems, causes relaxation. When both modu-
lations are operative, cross-correlation between the two relaxa-
tion mechanisms occurs because the two relaxation mecha-
nisms have the same correlation time, that is, the rotational
correlation time, tr. Such cross-correlation causes differential
line broadening in coupled signals, since in a two-spin system
it increases the line width of one component and decreases by
the same extent the line width of the other component. As an
example, the total difference in line width between the two
signal components (in Hz) in the proton dimension of the HN
doublet is defined by Equation (6).[89] The angle q is that be-
tween the H�N axis and the proton–metal axis, r is the dis-
tance between the proton and the metal ion, and the other
symbols have the standard meanings. For lanthanides and acti-
nides, ge is replaced by gJ and S by J.


DðDn1=2Þ


¼
�
m0


4p


�2 B0g
2
HgN�hm


2
Bg


2
eSðSþ1Þ


15pkTr3r3HN


ð3cos2q�1Þ
�
4tr þ


3tr


1þw2
I t


2
r


� ð6Þ


Protocols for the use of Curie dipolar relaxation cross-corre-
Flation rate restraints (ccrs) are available at the web site
www.postgenomicnnmr.net for the programs PARAMAGNETIC
DYANA/CYANA[64,90] and Xplor-NIH.[65]


Paramagnetic cross-correlation effects were first discussed in
1993,[91,92] measured for HN metalloproteins in 1999,[93] and
have been used as restraints since 2000.[94–96] We show here
the example of Met-aquomyoglobin. This is a protein contain-
ing a high-spin iron(iii) ion (S= 5=2), which determines large
Curie relaxation rates, thus causing large signal line widths.
These conditions make a meaningful use of dpcs and residual
dipolar coupling (see Section 2.4) restraints particularly difficult.
Paramagnetic cross-correlation restraints could thus be profita-
bly used for protein solution structure determination. Para-
magnetic ccr values were measured for 61 amide protons,
ranging from �6.8 to 9.1 Hz, at distances between 9.7–28.5 I
from the metal.[97] The effect of cross-correlation between
Curie relaxation and chemical shielding anisotropy (CSA) was
recently investigated.[98]


The imaginary part of the spectral density related to the
same cross-correlation effect causes the so-called dynamic fre-
quency shift. It can contribute to the difference between the 1J
values of the paramagnetic and diamagnetic species, for in-
stance, of the HN doublet, according to Equation (7), first
published in a complete form in ref. [65] . In this equation, the
angle qSij (i,j=H,N) is that between the ij axis and the i–metal-
ion axis, riS is the i–metal-ion distance, and wN is the nitrogen
Larmor frequency multiplied by 2p.


DnDFS ¼
�
m0


4p


�2 B0gHgN�hm
2
Bg


2
eSðSþ 1Þ


5pkT


�
�
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r3HNr
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ð7Þ


Such a contribution to the 1J value is small (with respect to re-
sidual dipolar coupling values; see Section 2.4) and decreases
with the third power of the distance between the observed
nuclei and the metal ion. In any case, the overall paramagnetic
dynamic frequency shift contribution to the 1J value is expect-
ed to be negligible and can be safely not taken into account
in the structural calculations.


2.4. Residual dipolar couplings


The 1J splitting of coupled nuclei can experience a dipolar con-
tribution, due to partial orientation of the investigated system
in the magnetic field. Such a contribution is called residual di-
polar coupling (rdc). Partial orientation can be achieved by dis-
solving the investigated molecules in solutions containing ori-
enting devices[99] or can be due to intrinsic anisotropy of the


Figure 7. Solution structure of Clostridium pasteurianum ferredoxin in the
proximity of iron–sulfur cluster II.[86] A) Family obtained by using NOE data
only and B) family obtained after addition of relaxation rate restraints.
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magnetic susceptibility tensor (self-orientation).[100] In the latter
case, the different energies related to each orientation of the
magnetic field with respect to the magnetic susceptibility
tensor (Figure 8) in fact cause different probabilities for the ori-


entations to occur in the presence of sizable anisotropy of the
latter ; thus, nucleus–nucleus dipolar couplings do not average
zero. A small anisotropy of the magnetic susceptibility tensor
is also present in diamagnetic proteins but is usually too small
to be usable, while it can be very large in paramagnetic sys-
tems. For a given magnetic susceptibility anisotropy, self-orien-
tation increases with the square of the external magnetic field.
Paramagnetic rdc values were first used for solution structure
determination in 1998 for the protein cytochrome b5 in both
the oxidized and reduced forms.[101] These new restraints were
calculated according to Equation (8), which took into account
both the contributions of the axial and rhombic anisotropies
for the first time.[59,101]


DnRDCðHzÞ


¼ � 1
4p


B2
0


15kT
gNgH�h


2pr3HN


�
Dcaxð3cos2q�1Þþ 3


2
Dcrhsin


2qcos2�


� ð8Þ


The equation resembles that for pseudocontact shifts, but it is
actually very different: in this case, the distance rHN is that be-
tween the two coupled nuclei and is usually fixed, and the
polar angles q and f are those defining the orientation of the
vector connecting the coupled nuclei in the frame of the mag-
netic susceptibility tensor. Therefore, rdc values are not related
at all to the position of the coupled nuclei with respect to
either the metal ion or the magnetic susceptibility tensor; in-
stead, they depend only on the orientation of the vector con-
necting the coupled nuclei.[100,102–104] By contrast, dpcs values
depend on the position of the nuclei with respect to both the
metal ion and the paramagnetic susceptibility tensor, besides
the value of the anisotropies of the latter.


For paramagnetic molecules, 1J splittings are often measured
for both the paramagnetic system and a diamagnetic ana-
logue. Such an approach provides the precious advantage that


the difference in the splitting between the paramagnetic and
the diamagnetic signals is only related to paramagnetism, and
the anisotropies in Equation (8) are those related to the para-
magnetic susceptibility tensor, that is, they are the same as
those of Equation (1) describing the pseudocontact shifts.
Therefore, Equation (8) is usually employed with the Dcax and
Dcrh parameters fixed according to the values obtained from
the analysis of the pseudocontact shifts, which are more suita-
ble for the correct determination of such parameters as they
depend much less than residual dipolar couplings on possible
local motions in the protein. This approach is correct as long
as dynamic frequency shift can be neglected (see Section 2.3).


In summary, the greatest advantage in the use of the para-
magnetic rather than diamagnetic rdcs is the fact that an inde-
pendent and accurate estimate of the magnetic anisotropy
tensor parameters is available from dpcs values. As already de-
scribed in Section 2.1, a robust estimate of the tensor parame-
ters can usually be obtained quickly. It is not always fully ap-
preciated that, relying on best-fit estimates of the magnetic
anisotropy tensor parameters from the rdcs themselves, as is
done when external orienting systems are used, may lead to
the underevaluation of the possible presence of extensive local
motions. The analysis of motions in such cases has been
shown to be possible only when the rdcs are measured for
least five different alignments.[105, 106]


If a diamagnetic reference cannot be conveniently used, the
rdc values can also be obtained by performing measurements
on the same paramagnetic sample at two different magnetic
field strengths. In this way, it is possible to get the differences
in 1J splitting of coupled nuclei, which can be calculated ac-
cording to Equation (8) with B2


0 replaced by the difference be-
tween the two squared magnetic fields. The magnetic suscept-
ibility anisotropies in Equation (8) are, in this case, related to
the overall molecular magnetic susceptibility tensor, which
comprises both a diamagnetic and a paramagnetic term and
are thus different from those relevant for dpcs calculations. Ac-
tually, the first use of rdcs as structural restraints was imple-
mented according to this procedure,[101] with the resulting sus-
ceptibility tensor of the oxidized cytochrome b5 in good agree-
ment with that expected from the diamagnetic susceptibility
tensor of the reduced protein and the paramagnetic suscepti-
bility tensor obtained from pseudocontact shifts.


For both diamagnetic and paramagnetic rdcs, a large
number of sharp local minima can cause difficulty in handling
single sets of rdc restraints for solution structure determination
in simulated annealing minimization programs.[94, 107,108] In the
case of metalloproteins, substitution of different paramagnetic
ions can be performed to vary the paramagnetic susceptibility
tensor and, thus, to obtain different sets of rdcs. If more than
one rdc value is available for a given internuclear vector, the
degeneracy is strongly decreased; if three or more rdc values
are available, the number of orientations that simultaneously
solve Equation (8) is reduced to only two (opposite to one an-
other). When several sets of self-orientation residual dipolar
couplings are available, rdc restraints can be much more effi-
ciently used by directly providing as restraints in the structure
calculations the polar q and f angles describing the orienta-


Figure 8. The energy of a magnetically anisotropic molecule depends on the
orientation of the protein with respect to the magnetic field, B0.
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tion of the vector connecting the pairs of coupled nuclear
spins with respect to an arbitrary reference frame. This ap-
proach was shown to work in the case of the protein calbin-
din D9k where the calcium(ii) ion in the C-terminal site was se-
lectively substituted with Ce3+ , Tb3+ , Dy3+ , Ho3+ , Er3+ , Tm3+ ,
or Yb3+ .[109]


Protocols are available at the web site www.postgenomic
nmr.net for the profitable use of rdc values in conjunction with
dpcs values and the other paramagnetism-based restraints by
employing the programs PARAMAGNETIC DYANA/CYANA[63] or
Xplor-NIH.[65]


2.5. Simultaneous use of paramagnetism-based restraints


As already pointed out, all the paramagnetism-based restraints
(dpcs, R1para, paramagnetic ccrs, self-orientation rdcs) have been
experimentally demonstrated to be consistent with one anoth-
er and with the NOEs, the dihedral angles based on 3J values,
and the other diamagnetic restraints. The protein calbindin D9k


has been used to demonstrate the simultaneous use of all of
them. From 1823 NOEs, 191 dihedral angles, 15 hydrogen
bonds, 1738 dpcs values related to 11 lanthanides, 64 self-orien-
tation rdc values, 26 R1 values, and 47 paramagnetic ccr values,
a family with a backbone root mean square deviation (RMSD)
from the mean of less than 0.3 I was obtained.[23,90, 110,111] The
backbone RMSD from the mean of the family obtained with
the diamagnetic restraints was 0.7 I. Figure 9 shows the two


families (30 structures) calculated without and with the inclu-
sion of the paramagnetism-based restraints. It was also shown
that paramagnetism-based restraints, together with identifica-
tion of the secondary structure elements, may provide the
backbone solution structure of a metalloprotein even in the
absence of any NOEs.[64,94,108]


In conclusion, paramagnetism-based restraints have been
proven to be precious for the solution structure determination
of paramagnetic proteins. This is particularly true if, for any
reason, the number of NOEs is limited. Each class of restraints
provides a different type of structural information. Paramag-
netic relaxation enhancements provide information on the dis-


tance between the observed protein nuclei and metal ion and
are thus quite similar to the NOE restraints, although all distan-
ces are referring to the same atom. Cross-correlations between
Curie and dipolar relaxations provide information on the dis-
tance of each observed nucleus from the metal ion and on the
angle between its coupled-nuclei direction and the metal-ion
direction. Pseudocontact shifts provide information on the dis-
tance of the observed nuclei from the metal ion and on their
orientation with respect to the paramagnetic susceptibility
tensor. Self-orientation residual dipolar couplings provide infor-
mation on the orientation of coupled nuclei with respect to
the paramagnetic susceptibility tensor and are independent on
their position with respect to the metal ion. dpcs values and
paramagnetic relaxation enhancements can be used profitably
in ab initio structural calculation; cross-correlations can also be
used from the early steps, being weighted with force constants
proportional to r3, where r is the distance between the ob-
served nuclei and the metal ion. Residual dipolar couplings are
more useful when several sets (>2) of self-orientation residual
dipolar couplings are available, as obtained from measure-
ments on the same molecule when different paramagnetic
metal ions are alternatively bound to the same binding site. In
such a case, in fact, they can be used to calculate the polar
angles describing the orientation of the vector connecting a
pair of coupled nuclear spins with respect to an arbitrary refer-
ence frame.[109] Such information can be straightforwardly in-
troduced in structure calculation algorithms, thus making the
use of the residual dipolar couplings restraints more efficient.


In Table 1 some typical values of the paramagnetism-based
restraints at 900 MHz have been reported for different metal
ions. All data are calculated for a proton located 10 I from the
paramagnetic ion and assumed to be in a protein scaffold with
a reorientational time of 10�8 s (about 25000 Da) at 298 K.
Pseudocontact shifts, NH residual dipolar couplings, and NH
cross-correlations are reported as the extreme (absolute)
values, calculated in the axial assumption, that is, for a proton
along the z axis of the metal susceptibility tensor and a cou-
pled nitrogen atom along the metal–proton direction. Typical
values for the electron relaxation time (also shown in Figure 3),
as well as of the axial anisotropy of the magnetic susceptibility
tensor, used for estimating the values of the restraints, are also
reported, together with the values of the electron spin quan-
tum number S (or of J=L+S for lanthanides).


It is expected that paramagnetism-based restraints are
usable in large molecules and possibly in solid-state NMR spec-
troscopy. An important feature when dealing with large mole-
cules is that, in Equation (5), an increase in tr


[85] and the para-
magnetic effect leads to an increase in the region in which
proton NMR lines are too broad to be detected. Efforts were
thus made in order to increase the shell in which signals are
observable, particularly in the region close to the metal ion.
This was performed by detecting signals of nuclei other than
protons. Finally, paramagnetism-based restraints can provide
structural information not otherwise available. This has been
shown clearly in the case of calmodulin, a two-domain protein
experiencing large conformational freedom.[112] The combined
use of dpcs and rdc values in one domain that originated from


Figure 9. A family of 30 conformers of calbindin D9K obtained A) with dia-
magnetic restraints only and B) with the addition of paramagnetism-based
restraints.[23]


1544 � 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1536 – 1549


I. Bertini et al.



www.chembiochem.org





paramagnetic metals in the other domain allowed us for the
first time to sample and quantify the conformational space ex-
perienced by the protein, that is, to obtain structural informa-
tion in the absence of a defined structure. The method can, in
principle, be generalized to other multidomain proteins.


3. The Use of Heteronuclear NMR
Spectroscopy


To increase the shell of observable signals, 13C direct-detection
NMR spectroscopy is advantageous, as the dipolar contribu-
tions to nuclear relaxation depend on the square of the mag-
netogyric ratio of the observed nucleus, and a decrease in re-
laxation rates by a factor of approximately 16 occurs on chang-
ing from 1H to 13C detection. Of course, there is a concomitant
reduction of sensitivity, as the signal-to-noise ratio of a spec-
trum depends on the 5=2 power of the magnetogyric ratio.
However, the gain in resolution due to the reduced broaden-
ing of the NMR lines is such as to compensate, at least partial-
ly, for the loss in sensitivity.[113] Furthermore, improvements in
hardware aim at increasing sensitivity in 13C detection. Indeed,
several applications of 13C direct detection to paramagnetic
macromolecules have recently appeared in the litera-
ture.[52,56,114–120]


In order to avoid proton detection, a novel approach for
spin-system assignment has been developed. As illustrated in
Figure 10, the starting point of the assignment procedure is to
correlate the backbone carbon nuclei through a CACO experi-
ment. The CO is then connected to the Cb through a CBCACO
experiment, while the Ca is connected to the remaining atoms
of the side chain though a 13C-TOCSY experiment. Once all the
spin systems have been identified, the sequence-specific as-
signment is accomplished with a CANCO experiment that
correlates the CO shift of one residue with the 15N shift of the
following residue and the Ca shifts of the one residue and the


following residue.[121, 122] The re-
dundant information obtainable
with a CON[123] experiment,
which correlates the backbone
CO carbon atom with the pepti-
dic nitrogen atom of the follow-
ing residue, provides further
confirmation of the assignment
obtained by 13C correlation. This
strategy also provides the as-
signment of Asp, Asn, Glu, and
Gln carbonyl and carboxylate
carbon atoms, as well as quater-
nary carbon atoms of aliphatic
side chains.


With this set of experiments,
which can be recorded in 3D to
reduce signal overlap, it is possi-
ble to assign signals of nuclei as
close as 8 I to the metal ion,


even in the case of highly paramagnetic systems.[119] However,
coherence transfer mechanisms become less effective as the
line widths of the signals approach the value of the scalar cou-
pling constant used for the transfer. In the case of one-bond
carbon–carbon couplings, the 1JCC value is fairly large (35–
55 Hz, see also Figure 10) but the paramagnetic R2 contribu-
tions can overcome this range. This means that, to detect sig-
nificantly broad signals, alternative experimental schemes
should be used. As the paramagnetic contribution to relaxa-
tion is much less effective on longitudinal rates than on trans-
verse rates, experiments in which magnetization is stored
along the z axis are affected to a lesser extent by paramagnetic
relaxation. This is the case for 13C,13C NOESY experiments,
which promise to become the experiment of choice for the


Table 1. S (or J) values for selected metal ions, typical values for the electron relaxation time, ts, and for the
axial magnetic susceptibility anisotropy, Dcax, at 900 MHz and 298 K.[85,146] The extreme (absolute) values of the
paramagnetism-based restraints calculated with Equations (1), (3)–(6), and (8) for a proton at 10 I, with tr=


10�8 s, are also given.


Metal ion S or J ts Dcax R1para R2para RCurie
2 dpcs[a] rdc[b] ccr[c]


[10�12 s] [10�32 m3] [s�1] [s�1] [s�1] [ppm] [Hz] [Hz]


FeIII HS[d] 5/2 100 3.0 65 241 152 1.6 4.2 54
FeIII LS[d] 1/2 1 2.4 0.09 1.22 1.12 1.3 3.4 4.6
FeII 2 1 2.1 0.72 72.3 71.6 1.1 2.9 37
CoII HS[d] tetracoord. 3/2 10 3 3.7 32.3 28.0 1.6 4.2 23
CoII HS[d] esacoord. 3/2 1 7 0.44 28.4 28.0 3.7 9.8 23
CuII 1/2 3000 0.6 1.0 115 1.1 0.3 0.8 4.6
GdIII 7/2 10000 0.2 9.9 5668 493 0.1 0.3 97
CeIII 5/2 0.1 2 0.05 5.2 5.1 1.0 2.8 10
DyIII 15/2 0.5 35 2.9 1600 1596 19 49 175
TbIII 6 0.3 35 1.94 1111 1109 19 49 146
YbIII 7/2 0.3 7 0.33 52.9 52.6 3.7 9.8 32
TmIII 6 0.5 20 1.26 407 406 11 28 88


[a] Calculated for a proton in an axial position with respect to the c tensor (q=0), see Equation (1). [b] Calculat-
ed for the N�H pair, oriented along the z axis of the c tensor (q=0), see Equation (8). [c] Differential line width
calculated for a N�H pair oriented along the direction comprising the metal ion (q=0), see Equation (6).
[d] HS=high spin, LS= low spin.


Figure 10. Illustration of the assignment procedure by 13C NMR experiments
only. The main J values for backbone nuclei are also reported.
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assignment of the signals of nuclei in the coordination sphere
of the metal ion.[118, 119]


A characteristic feature of 13C direct-detection NMR spectra
is the presence of many homonuclear couplings that hamper
the analysis of the spectra. For the CO signal the main cou-
pling is with the Ca, which gives a relatively constant splitting
of about 55 Hz. Several methods have been proposed to
remove this splitting. Band-selective homodecoupling repre-
sents the most straightforward approach for J-splitting removal
and it can be implemented in almost all of the pulse sequen-
ces.[118, 124] However, when combined with 1H and 15N decou-
pling, it requires a four-channel spectrometer and the signal-
to-noise ratio of the resulting spectra often suffers from some
side effects implicit in the method. A more valuable approach
is the inclusion in the experiments of in-phase/antiphase selec-
tion filters (IPAP).[125–127] The removal of the coupling is accom-
plished by recording two FIDs for each increment, one for the
antiphase and one for the in-phase components; each pair of
FIDs is then combined to separate the two multiplet compo-
nents. These are then shifted to the center of the original mul-
tiplet (by JCOCa/2 Hz) and summed to obtain a singlet.[128,129] In
the case of spectra based on Ca-signal acquisition, from nuclei
that generally present two large couplings (55 Hz with the CO
moiety and 35 Hz with the Cb atom), a double in-phase/anti-
phase scheme can be implemented[128] to remove the double
splitting. Other coupling patterns may be removed by select-
ing specific frequency ranges.


The potential of heteronuclear detection is nicely demon-
strated in the case of Tb-substituted oncomodulin, a 109
amino acid protein containing 2 Ca2+ ions that can be selec-
tively substituted with lanthanides.[119, 130] When one of the two
Ca2+ ions is substituted with Tb3+ ,[119] many backbone signals
(more than 50%) are lost in the 1H,15N-HSQC spectrum[131] be-
cause of 1H Curie relaxation (Figure 11), while only 37 out of
109 signals are lost in the CACO spectrum.[118] Tailored 13C,13C-
NOESY spectra[119,128] with a relatively short mixing time and
proper acquisition times allowed us to observe additional


cross-peaks, thereby leaving a total of only 11 unobserved
peaks out of 109. The 1D 13C spectrum reveals very strongly
shifted and very broad signals spread from d=270 to
�140 ppm. The assignment of these peaks is difficult in the
absence of connectivities and also because their shifts are
strongly dependent on small variations in geometry around
the metal ion. However, some of them can be assigned from
their predicted dpcs values, in a sort of iterative procedure, ap-
plicable in most cases. The assignment starts from some easily
assigned 13C signals experiencing a small contribution to the
dpcs value, then the orientation of the magnetic anisotropy sus-
ceptibility tensor can be calculated to predict other observed
shifts on the basis of the 3D structure, thereby allowing the as-
signment of other signals that are introduced in the new calcu-
lation and so on. Once the assignments are obtained, para-
magnetism-based restraints may be conveniently used.


Aims in this field are those of making 13C direct detection
user-friendly and quick. Improvements in 13C solid-state spec-
troscopy, where 13C is the nucleus of choice, are beneficial to
the development of direct detection of heteronuclei in solu-
tion. Optimization of the probes and the development of dedi-
cated cryoprobes may definitely establish this technique as
routine in NMR spectroscopy also for the diamagnetic pro-
teins.


4. Conclusions and Perspectives


The first protein solution structure was published in 1985[132]


and since then NMR spectroscopy has developed through dia-
magnetic-molecule applications. The broadening due to para-
magnetism seemed an insurmountable obstacle for structure
determination.[133] However, a few groups continued to deepen
the understanding of the effects of hyperfine coupling in NMR
spectroscopy and simultaneously to exploit technological ad-
vancements to increase the signal-to-noise ratio of paramag-
netic-system spectra.[134–143] Eventually, a protocol for solving
the structure of a paramagnetic metalloprotein was reported
in 1994[144] and since then many examples have appeared in
the literature.[63,145]


Of course, every metal ion has its own peculiarities and
should be regarded as a case by itself. Low-spin iron(iii) has
already been mentioned: its sphere of nonobservability for
proton NMR spectroscopy is quite narrow and its compounds
represent the most popular class of paramagnetic compounds
studied by NMR spectroscopy. Quite favorable is also cerium-
(iii). Lanthanides are good and versatile paramagnetic probes
that may substitute calcium. With the present technology,
cerium(iii) proteins can essentially be 100% assigned by
1H NMR spectroscopy and the paramagnetism-based restraints
are beneficial to the resolution of the structure. Other lantha-
nides (except gadolinium) have slightly larger regions where
proton lines are broad, but with tailored experiments the as-
signment of large part of these resonances can be accomp-
lished. These metal ions generally experience large magnetic
anisotropy and therefore provide sizeable dpcs and rdc values
that enable highly resolved solution structures to be obtained.


Figure 11. Display of the solution structure of rat oncomodulin (PDB file
code: 1TTX). The light-gray sphere of radius 16 I represents the region for
which 1H NMR signals are not detectable in the 1H,15N-HSQC spectrum due
to the Tb-induced paramagnetic broadening. The dark-gray sphere of radius
5 I identifies the limited region of space where some residues still remain
unassigned with 13C,13C-NOESY experiments.


1546 � 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1536 – 1549


I. Bertini et al.



www.chembiochem.org





Gadolinium is known as a relaxing agent and consistently
gives rise to a large blind-zone because both the k1’ and k2’
values in Equation (5) are large. 13C direct detection alleviates
the problem, but the blind-zone easily extends to 10–15 I de-
pending on the size of the molecules. In this case the pseudo-
contact shifts and the residual dipolar couplings are small be-
cause the magnetic anisotropy is small.


Similarly, high-spin iron(iii) also has a large blind-zone which
can be reduced by 13C direct detection. The magnetic anisotro-
py is in this case of similar magnitude of that of low-spin iron-
(iii), and paramagnetism-based restraints can be obtained in
the visible region, which is however farther from the metal ion.


Copper(ii) proteins represent a recent achievement in the
field of solution structure determination. Copper(ii) has only
one unpaired electron but its k1’ value in Equation (5) is large
and the region of the protein whose 1H signals are broad is
usually large. 13C direct detection has reduced the blind-zone
to the metal ligands, which are still undetectable because con-
tact relaxation is prevalent there. The nonobservability of the
ligands represents only a hint for their assignment as well.


In conclusion, much progress has been made in the case of
paramagnetic molecules, both in the understanding of the
subtle consequences of hyperfine coupling and in technologi-
cal development in heteronuclear direct detection. More is
expected to come.
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Diffusion NMR Spectroscopy: Folding and
Aggregation of Domains in p53
Alexander Dehner and Horst Kessler*[a]


Introduction


An understanding of protein function does not end with the
identification of the proteins’ folds or structures but leads on
to an intriguing challenge in modern biology: How do cells
respond to, and distinguish between, different stimuli? How
does a network of signaling pathways from the membrane to
the nucleus transmit environmental changes into a transcrip-
tional response? In fact, protein–protein networks are probably
amongst the most ubiquitous types of interactions in biologi-
cal systems and play a key role in all cellular processes. The de-
terminination of the interaction network of whole organisms
has therefore become a major goal of functional genomics ef-
forts. In recent years, hundreds of potentially interacting pro-
teins and their complexes in yeast and other organisms have
been identified.[1–8]


In this context, NMR spectroscopy particularly shows its full
versatility, as it is not solely a tool for structure determination
but can also be applied in a broader manner, thereby combin-
ing in a unique fashion the three-dimensional structure, its
flexibility, and the identification and characterization of molec-
ular interactions, as well as induced conformational changes.
The ability to identify weak intermolecular interactions and
structurally characterize them is a unique feature of NMR spec-
troscopy. Besides chemical shift changes of the target protein
induced by ligand binding, there are also other NMR parame-
ters that are commonly exploited in the investigation of pro-
tein–ligand binding. When a ligand is bound to a protein, the
ligand behaves like the large protein in its dynamic properties :
it tumbles more slowly. As a consequence the properties of
the protein are transferred to the ligand, thereby resulting in
faster relaxation, large and negative NOEs, and slower diffu-
sion.


In the last decade, pulsed-field gradient NMR spectroscopy
has become a convenient method for measuring diffusion in
solution.[9,10] As the diffusion coefficient of a certain molecule
under given conditions is a function of its effective molecular


weight, size, and shape, it is evident that diffusion can be used
to study intermolecular interactions or aggregation events.
Nevertheless, the application of diffusion NMR spectroscopy as
a tool for studying molecular interactions only started in the
last few years. Gradient NMR spectroscopy is a powerful tool
not only for studying diffusion and aggregation; it also pro-
vides structure information about cavities in cells or zeoliths in
the range of 0.1–100 mm when the diffusion is restricted on
the NMR timescale.[11,12] Thus, diffusion can be added to the
standard NMR parameters of chemical shift and relaxation
times.


In the following review, we give a short theoretical introduc-
tion to pulsed-field gradient diffusion NMR spectroscopy, in-
cluding hydrodynamic calculations that yield “theoretical”
values for experimentally determined diffusion coefficients. Fi-
nally, we apply these methods in the determination of the hy-
drodynamic properties of peptides and proteins.


Studying Diffusion by Pulsed-Field Gradient
Spin Echoes


There are two ways in which NMR spectroscopy may be used
to study self-diffusion: the analysis of relaxation data[13,14] and
pulsed-field gradient NMR techniques.[9,10] However, the two
methods report motions on rather different timescales. The re-
laxation method is sensitive to rotational diffusion, which is on
the picosecond to nanosecond timescale, according to molec-
ular reorientational motions, whereas the pulsed-field gradient
echoes measure translational diffusion on the millisecond to
second timescale.


[a] Dr. A. Dehner, Prof. Dr. Dr. h.c. H. Kessler
Department Chemie, Technische Universit"t M$nchen
Lichtenbergstrasse 4, 85747 Garching (Germany)
Fax: (+49)89-289-13210
E-mail : horst.kessler@ch.tum.de


Protein interactions and aggregation phenomena are probably
amongst the most ubiquitous types of interactions in biological
systems; they play a key role in many cellular processes. The abil-
ity to identify weak intermolecular interactions is a unique fea-
ture of NMR spectroscopy. In recent years, pulsed-field gradient
NMR spectroscopy has become a convenient method to study
molecular diffusion in solution. Since the diffusion coefficient of a
certain molecule under given conditions correlates with its effec-
tive molecular weight, size, and shape, it is evident that diffusion


can be used to map intermolecular interactions or aggregation
events. Complex models can be derived from comparison of ex-
perimental diffusion data with those predicted by hydrodynamic
simulations. In this review, we will give an introduction to pulsed-
field gradient NMR spectroscopy and the hydrodynamic proper-
ties of proteins and peptides. Furthermore, we show examples for
applying these techniques to a helical peptide and its hydropho-
bic oligomerization, as well as to the dimerization behavior and
folding of p53.
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In pulsed-field gradient methods, molecular motion is mea-
sured by the attenuation of a spin-echo signal due to the de-
phasing of coherent magnetization, which results from a com-
bination of translational motion of spins (including diffusion,
convection, or any other flux) and spatially well-defined gradi-
ent pulses.


The basis for diffusion measurements is that magnetic field
gradients can be used to label the spatial position of nuclear
spins through their Larmor frequency, w0, as defined by Equa-
tion (1) and given in radians per second, with the gyromagnet-
ic ratio, g, given in radT�1 s�1 or HzG�1. B0 is the strength of
the static magnetic field and, since B0 is spatially homogene-
ous throughout the sample, w0 is the same over the whole
sample.


w0 ¼ g � B0 ð1Þ


If, in addition to B0, there is a spatially dependent magnetic
field, G, given in Tm�1, the effective w also becomes spatially
dependent, as shown by Equation (2), where p accounts for
the possibility of more than a single quantum coherence (p=
1) and r is the coordinate vector. G is defined by the gradient
of the magnetic field component parallel to B0, according to
Equation (3), where i, j, and k are the unit vectors in the x, y,
and z directions, respectively, of the laboratory frame of refer-
ence.


weffðp,rÞ ¼ pðw0þgðG � rÞÞ ð2Þ


G ¼ rB0 ¼
@Bz
@x


iþ @Bz
@y


jþ @Bz
@z


k ð3Þ


If a linear gradient of known magnitude is applied over a
defined time period, the Larmor frequency yields an additional
phase shift that is dependent on the spatial position of the
spin, the direction of the gradient, and the duration and
strength of the gradient. In imaging systems, which can pro-
duce equally strong magnetic field gradients along the x, y,
and z directions [Eq. (3)] , it is possible to measure diffusion
along any of these directions.[15–17] Moreover, in principle, it is
also possible to apply B1 radiofrequency gradients instead of
magnetic B0 gradients, and the theoretical aspects of this pro-
cess are analogous.[18–20] In the case of a single magnetic gradi-
ent oriented along the z axis parallel to B0, the magnitude of G
is only a function of the position in this direction. Furthermore,
from Equation (2) it follows that, the higher quantum transi-
tions are, the more sensitive are the effects of gradients,
whereas zero quantum transitions are essentially unaffected by
the presence of gradients.


For a single quantum coherence, the cumulative phase shift
for a single spin is given by Equation (4). The first term corre-
sponds to the acquired phase shift due to the static B0 field
and the second term belongs to the effect of an applied gradi-
ent with duration t. Thus, the degree of additional dephasing
of magnetization due to the gradient is proportional to the gy-
romagnetic ratio, g, the strength of the gradient, G, the dura-
tion of the gradient, t, and the displacement of the spin during
the time t in the direction of the gradient, z.


�ðtÞ ¼ gB0t|ffl{zffl}
static field


þ g


Zt
0


Gðt0Þ � zðt0Þdt0


|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
applied gradient


ð4Þ


t’ is the first deviation of the gradient duration. The strength of
the gradient G may or may not be a function of time: Rectan-
gular gradient pulses are basically constant (see the Pre-em-
phasis section below); however, under certain circumstances it
might be more convenient to apply, for example, sine-shaped
gradient pulses, with an obviously time-dependent shape (see
the Shaped Gradients section below).


In order to measure translational spin motion, the traditional
Hahn spin-echo pulse sequence[21,22] has to be modified:[23–25]


Alexander Dehner, born in 1973 in Villin-


gen-Schwenningen, Baden-W$rttem-


berg, studied chemistry at the Techni-


sche Universit"t M$nchen where he


graduated in 1999. His diploma thesis


was on the solution structure, dimeriza-


tion, and dynamics of a lipophilic a/310-


helical peptide studied by NMR spectros-


copy. Since 2000 he has been working


under the supervision of H. Kessler and


he received his PhD degree in 2004. His


research interests focus on protein–pro-


tein and protein–ligand interactions studied by NMR spectroscopic


and biochemical methods.


Horst Kessler was born in 1940 in Suhl,


Thuringia. He studied chemistry in Leip-


zig and T$bingen, where he received his


PhD degree for work with Eugen M$ller


in 1966 and his Habilitation in 1969. He


was appointed as full professor for or-


ganic chemistry at the J. W. Goethe Uni-


versit"t in Frankfurt in 1971 and moved


to the Technische Universit"t M$nchen


in 1989. Prof. Kessler is the recipient of


the Otto Bayer award (1986), the Max


Bergmann medal for peptide chemistry


(1988), the Emil Fischer medal (1997), the Max-Planck Forschung-


spreis (2001), the Vincent du Vignaud Award of the American Peptide


Society (2002), the Hans-Herloff-Inhoffen medal, and the Philip Moris


Forschungspreis (2003). He is member of the Bavarian Academy of


Science and the Leopoldina at Halle and he obtained an honorary


doctorate of the University of Leipzig. He has had guest professor-


ships at universities in Halifax, Tokyo, Madison, Haifa, Austin, and Jer-


usalem. His research activities are in the development and applica-


tion of NMR methods for the investigation of biomolecules (peptides,


drugs, proteins) and their mutual interactions. Another main field of


research is drug design and synthesis based on peptides, sugars, pep-


tidomimetics, and drug-like small molecular fragments. Application


of integrin ligands for the coating of biomaterials and for the detec-


tion of cancer metastasis is another field of recent interest.


1552 � 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1550 – 1565


H. Kessler and A. Dehner



www.chembiochem.org





two equal gradient pulses of duration d are inserted into each
delay period (Figure 1, top). This pulse sequence is then called
the “Stejskal–Tanner sequence” or “pulsed-field gradient spin-
echo (PFG-SE) sequence”. In contrast to the steady gradient ex-
periment developed by Hahn, the application of field gradient
pulses has a number of substantial advantages:[24] The use of


steady gradients during data acquisition yields spectra with
considerable line broadening. This can be avoided by using
the Stejskal–Tanner sequence and therefore it is possible to
measure diffusion coefficients of more than one molecular spe-
cies simultaneously. Secondly, PFG experiments allow the use
of stronger gradients and thus one can measure smaller diffu-
sion coefficients (down to 10–17 m2s�1). Furthermore, due to
the use of pulses, the time in which the measured diffusion
takes place is well defined, thereby allowing the effects of dif-
fusion and spin–spin relaxation to be separated. In Figure 1,
the Stejskal–Tanner sequence is shown and its effect on the
diffusion and flow of the spins is illustrated schematically. A


908 rf pulse is applied which rotates the macroscopic magneti-
zation from its thermal equilibrium in the z axis to the x–y
plane. The first gradient pulse of duration d and magnitude G
is applied and the spins experience a phase shift, according to
Equation (4). An additional advantage of PFG spin-echo se-
quences compared to steady gradient-echo pulse sequences is


that chemical shifts and frequency dispersions due
to residual B0 inhomogeneities are refocused by
the 1808 pulse in the middle. The second gradient
is equal in magnitude and duration to the first
one. Due to the inversion of the phase shifts ac-
quired from the first gradient by the 1808 pulse,
this second gradient will refocus the magnetiza-
tion of all the spins dephased by the first gradient,
if the spins have not undergone any translational
motion with respect to the z axis. However, if the
spins have moved during the time period, D, be-
tween the two gradient pulses refocusing is in-
complete, with the degree of remaining dephas-
ing proportional to the average molecular dis-
placement in the direction of the gradients. Thus,
in the presence of diffusion, the winding by the
first gradient to a “magnetization helix” and the
unwinding by the second gradient is scrambled
by the diffusion process, thereby resulting in a re-
duction of coherent magnetization and therefore
in a loss of signal intensity. The faster the diffusion
occurs, the poorer is the refocusing effect of the
second gradient and the smaller is the resulting
signal. In the absence of any background gradient,
diffusion processes before and after the diffusion
delay, D, do not affect the signal attenuation. As il-
lustrated in Figure 1, the presence of laminar flow
with a constant velocity along the direction of the
gradients will yield the same net phase shift for all
the spins. If both diffusion and flow are present,
the whole diffusion-induced phase shift will re-
ceive an additional net phase shift. This flow-in-
duced net phase shift can be compensated for
(see the Temperature Gradients and Convection
section below),[26,27] by applying the sequence
twice with inverted gradient sets.


In addition to the signal attenuation due to dif-
fusion and flow, relaxation processes during 2t
have to be considered. As attenuations due to re-


laxation and due to diffusion (and flow) are independent, one
obtains Equation (5), where S is the signal intensity, T2 is the
transversal relaxation time and f(d,G,D,D) represents a function
for the attenuation due to diffusion. Hence, if t is kept con-
stant during all the experiments, the relaxation-induced signal
attenuation is constant and can be separated from diffusion-
induced attenuation.


Sð2tÞ ¼ Sð0Þ � exp


�
� 2 t
T2


�
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}


attenuation
due to relaxation


� f ðd,G,D,DÞ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
attenuation


due to diffusion


ð5Þ


Figure 1. Schematic representation of the Stejskal and Tanner pulse sequence and its
effect on the spins due to random diffusion (second row) and unidirectional flow (third
row). As only coherent magnetization is observable, random diffusion leads to a loss in
signal intensity. In each delay, t, a gradient pulse of duration d and magnitude G is in-
serted. The separation between the gradient pulses is denoted by D. Only the precession
due to gradients is considered in the rotating reference frame rotating at w0.
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For unrestricted diffusion it is possible to derive the relation-
ship between diffusion and the observed signal attenuation,
f(d,G,D,D), analytically by using Bloch equations including the
effect of diffusion.[28,29] A step-wise time-dependent integration
of the Bloch equations for the given pulse sequence yields
Equation (6). The resulting exponential signal decay due to dif-
fusion, E, is not a function of the starting point of the first
gradient pulse, and therefore the placement of the gradient
pulses within the sequence is of no consequence and they do
not have to be placed symmetrically around the 1808 rf pulse.


ln ðEÞ ¼ �g2G2d2D ðD�d=3Þ ¼ ln ðf ðd,G,D,DÞÞ ð6Þ


Besides the gyromagnetic ratio, g, Equation (6) provides three
experimental parameters that can be varied during a diffusion
measurement: The gradient strength, G, the gradient duration,
d, and the time, D, between dephasing and refocusing of mag-
netization. An increase in one of these parameters will lead to
increased signal attenuation. The term (D�d/3) is called the
diffusion time, where d/3 accounts for the finite gradient dura-
tion. If the Bloch equations are supplemented with an addi-
tional term representing unidirectional flow with a constant
velocity v, one gets the signal attenuation due to diffusion and
flow, as defined by Equation (7).


ln ðEÞ ¼ �g2G2d2D ðD�d=3Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
attenuation


due to diffusion


þ igdGD � v|fflfflfflfflfflffl{zfflfflfflfflfflffl}
net phase shift


due to flow


ð7Þ


While the diffusion results in a loss of echo intensity with an
increase in parameters G, D, or d, the flow induces only a
phase shift, which is equal for all spins in the sample as long
as v is constant and equal for all spins.


The stimulated-echo (STE) sequence


Spin-echo pulse sequences were first studied by Hahn.[21] The
effects of diffusion on the stimulated echo (STE) have been
studied by using both steady gradients[30] and pulsed-field gra-
dients.[31,32] In Figure 2 the pulse sequence of a standard PFG-
STE diffusion experiment is shown. The signal intensity for rec-


tangular gradient pulses, including the effects of relaxation, is
given by Equation (8).


Sð2t1þt2Þ ¼
Sð0Þ
2


� exp


	
�
�


2t1


T2


�
�
�
t2


T1


�

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}


relaxation attenuation


� exp


	
�g2G2d2D ðD�d=3Þ




|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}


Stejskal�Tanner factor


ð8Þ


From Equation (8), it is obvious that the signal amplitude of
the PFG-STE experiment is reduced by a factor of two com-
pared to the PFG-SE experiment (Stejskal–Tanner experiment).
This is a result of the second 908x pulse, which stores the mag-
netization by rotating only the y components onto the 	z
axis, while the remaining x components are eliminated by
phase cycling or spoil gradients (GS). However, the PFG-STE
sequence has one major advantage over to the PFG-SE se-
quence. For most of the time D, the magnetization is aligned
along the z axis (t2 period) and therefore subjected only to
longitudinal T1 relaxation. Since for most macromolecules T1@


T2, the STE sequence is generally preferred over the SE se-
quence. The ratio of the signal obtained from the stimulated
echo sequence compared to that obtained from the Stejskal–
Tanner sequence can be calculated by using Equations (5) and
(8). With the assumption that 2t=T1 in the case of the Stej-
skal–Tanner sequence and 2t1+t2=T1 in the case of the STE
sequence, the signal amplitude ratio S(STE)/S(SE) is plotted
against the ratio T1/T2 in logarithmic scale for three cases: t1=


t2/2, t1=t2/4, and t1=t2/8 (Figure 3). For small molecules, T1

T2 and the stimulated-echo sequence yields half the intensity
of the spin-echo sequence. However, if typical values for mac-
romolecules are assumed with T1/T2
10, the enhancement
factor for the STE sequence is more than 200 and thus easily
compensates for the initial 50% loss.


Moreover, large gains in sensitivity and resolution can be
made through the use of pulse sequences which generate
either homonuclear or heteronuclear multiple quantum transi-
tions. Figure 4 shows as an example a multiple quantum STE
pulse sequence. It is the effective sum of the gyromagnetic
ratios, g, of all nuclei involved in the coherence, which is rele-
vant for the attenuation. Hence, the effect of gradients is
scaled by p2, where p is the coherence order; therefore, homo-
nuclear double quantum coherence is four times as sensitive
to the effects of field gradients as single quantum coher-
ence.[33] Thus, the attenuation of multiple quantum coherence
requires a smaller gradient strength, or smaller diffusion coeffi-
cients and differences in diffusion can be distinguished.[34,35]


However, in the case of homonuclear coupled spin systems it
is important to consider the delays in the pulse sequence with
respect to the coupling constant J, in order to obtain a good
signal-to-noise ratio. As the in-phase coupling term evolves
with a cosine modulation, echo maxima of coupled spin pairs
occur when t=n/J, where n is an integer, and minima occur
when t=n/(2J). Therefore, in the case of the STE sequence
one should keep t1!1/(2J) with respect to the largest occur-
ring coupling.


Figure 2. The stimulated-echo (STE) pulse sequence with pulsed-field gra-
dients. During the t2 period, magnetization is stored along the z axis and
therefore subjected only to longitudinal T1 relaxation. GS indicates a spoil
gradient.
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Eddy-current reduction


Rapid changes in gradient pulses can generate eddy currents
in surrounding conducting materials. The induced eddy cur-
rents and their associated magnetic field interfere with the
main magnetic field. They are proportional to the strength of
the gradient and are especially caused by rapidly rising and
falling gradient pulses, such as rectangular pulse shapes. Their
main effect is the delaying of fast changes in gradient ampli-
tude, thereby causing, for example, a “tail” at the end of rec-
tangular gradient shapes (Figure 5). If the eddy-current tail
from the first gradient pulse in the Stejskal–Tanner sequence
extends into the second t period, then the total field gradients
during the two t periods are not equal. Thus, even if a spin
has not undergone any motion, there will be a residual phase


shift, which will result in phase changes and wiggles in the
observed spectra.
Shielded gradient coils : There are several methods of han-


dling eddy-current effects. The most effective solution is to use
shielded gradient coils. The commonly used geometries for
gradients along the z axis are so-called Maxwell pairs of coils
which contain one set of windings at either end of the coil in
opposite handedness.[36–38] The shielding of this primary gradi-
ent coil is achieved by placing a second pair of shielding gradi-
ent coils outside the primary one. Therefore, the field outside
of the main gradient coil is cancelled, whereas the gradient
generated within the sample volume would be largely unaf-
fected by the presence of the shielding coils.[39–41] Typically a
reduction of eddy currents to <1% can be achieved by using
shielded gradient coils.[42]


Pre-emphasis : The conceptual idea of pre-emphasis is illus-
trated in Figure 5. Owing to the generation of eddy currents,
input of the ideal waveform into the gradient coil will not pro-
duce an identical gradient shape but will result in a distorted
waveform. Thus, the input waveform has to be shaped to
counteract the eddy-current effects: overdriving the currents
at the leading and tailing edges of the gradient pulses will
self-compensate for induced eddy-current fields, as the sign of
generated eddy fields is opposite to the currents which induce
them. This method is called pre-emphasis and is performed
by adding small corrections to the desired waveform
(Figure 5).[43–45] However, due to the overdriving of currents at
the leading and tailing edges of a gradient pulse, this method
puts another limitation on the maximum effective gradient
strength that can possibly be used. In addition, since the spa-
tial distribution of fields produced by eddy currents is rather
different from those generated by the gradient coils, there


Figure 4. Multiple quantum PFG sequence based on the stimulated-echo ex-
periment. Te is the eddy-current delay and the phase cycling can be found
elsewhere.[33] Relevant for the attenuation is the effective sum of gyromag-
netic ratios of the nuclei involved in the coherence, and therefore a multiple
quantum PFG experiment is more sensitive to the effects of gradients than a
single quantum PFG experiment.


Figure 5. Illustration of the pre-emphasis method. Induced eddy currents in
the surrounding material counteract the applied gradient (top). Overdriving
the leading and tailing edges of the gradient shape yields the desired shape
(bottom).


Figure 3. Logarithmic signal ratio of the stimulated-echo (STE) sequence and
the Stejskal–Tanner (SE) sequence versus the T1/T2 ratio for three cases as in-
dicated. Calculations were performed with the assumption that 2t=T1 for
the SE sequence and 2t1+t2=T1 for the STE sequence. For short T2 relaxa-
tion times in macromolecules, that is, a larger T1/T2 ratio, the STE sequence
benefits from the t2 storage period in which the magnetization is only sub-
ject to longitudinal T1 relaxation.
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is no perfect compensation; however, in combination with
shielded gradients, this method further improves the perfor-
mance.
Longitudinal eddy-current delay (LED) sequence : The major


modification in the LED pulse sequence is an additional delay
at the end of the pulse sequence,[46] called Te, which stores the
magnetization in the longitudinal direction, while the eddy
currents of the second recovery gradient decay (Figure 4).
After the period Te, the magnetization is recalled by a 908
pulse and acquired. However, the LED sequence does not cope
with the eddy-current tails of the first gradient. This can be
helped by adding a train of three gradient prepulses prior to
the actual pulse sequence to yield a train of five equally
spaced (D) gradient pulses.[47–49] This ensures that the induced
magnetic fields, resulting from previous gradients, are equal
after the first and third 908 pulse; however, this method also
introduces additional heat, which might yield convection arti-
facts.
Bipolar pulse-pair (BPP) gradients : One of the best solutions


to diminish eddy-current effects is the use of self-compensat-
ing, bipolar gradient pulses. In this method, the gradient pulse
d is replaced by the composite bipolar gradient combination
(G)1808(�G), where G has a duration of d/2.[50] In Figure 6 the


LED sequence is shown with bipolar gradients to encode and
decode the magnetization. The two gradient pulses within
each bipolar pulse pair are of opposite sign, and the 1808
pulse between them inverts the induced phase shifts from the
first gradient pulse within the pulse sandwich, such that, taken
as a whole, the effective gradient is equivalent to a single gra-
dient pulse of duration d. While the dephasing effects of both
gradient pulses add up, the eddy currents induced by the posi-
tive polarity of the first gradient pulse are cancelled by the
equivalent negative polarity of the second gradient pulse. Fur-
thermore, the 1808 rf pulse prevents an encoding of chemical
shifts during the t1 period of the STE experiment, which would
otherwise reduce the amplitude of the STE signal.[51,52] Original-
ly, gradient pulse sequences with alternating polarity were in-
troduced[53] into PFG NMR spectroscopy in order to take ad-
vantage of the refocusing of static magnetic gradients and the
effects of background gradients.[54] A potential disadvantage of
the BPP-STE or BPP-LED experiment is that the amount of time
to complete the composite gradient pulse pair slightly exceeds
the time required for a single gradient pulse; thus, when T2 re-


laxation times are very short in macromolecular systems, the
extra amount of time in transverse magnetization may lead to
a loss of signal.[55]


Shaped gradients : The severity of eddy currents is propor-
tional to dG/dt, the rise and fall times of the gradient pulses.
Hence reducing eddy currents is possible by slowing down
these rise and fall times by using shaped pulses instead of rec-
tangular pulses;[24] those commonly used are sine- or triangu-
lar-shaped gradient pulses. The precise shape of the gradient
is unimportant for the determination of the diffusion coeffi-
cient, as long as the product of gradient strength and gradient
duration (that is, the integral running over the gradient’s
shape) is equal to that of the ideal rectangular pulse.[56] A de-
tailed discussion and derivation can be found elsewhere.[9,56]


However, the ratio of Gd between a rectangular and a sine-
shaped gradient is 2/p, and for a squared-sine shape this ratio
is 0.5. Thus, compared to a rectangular gradient pulse of dura-
tion d, a sine-shaped gradient pulse applies an effective gradi-
ent Gdsine that is reduced by a factor of 2/p, and the effective
gradient of a squared-sine shape is reduced by 0.5. This has to
be taken into account when the data of a diffusion experiment
are analyzed, for example, in a nonlinear least squares regres-
sion of the exponential signal decay against the gradient
strength.


Temperature gradients and convection


Convection currents are induced in nonviscous samples by
temperature gradients. These temperature gradients can easily
occur along the z axis, since temperature regulation in NMR
probes is normally performed by flowing heated or cooled ni-
trogen gas through the base of the probe. With the assump-
tion that the induced convective compensation currents are
planar along the z axis, the convection will transport equal
amounts of sample in opposite directions along the tempera-
ture gradient. As already outlined above (Figure 1), unidirec-
tional flow will cause a net phase shift which is equal for all
the spins in the sample; however, convection is, considering
the z axis only, a bidirectional flow with a distribution of veloci-
ties. Therefore, convection causes a corresponding damping
factor, which results from a vector addition of positive and
negative phase changes that interfere with the attenuation
due to diffusion and thus increase the apparent diffusion co-
efficient. In addition, a nonexponential signal decay can be
observed:[57] for longer D diffusion times, one can observe an
increasing oscillation of the signal amplitude. Actually, the
measured diffusion coefficient should be independent from
the chosen diffusion time and, therefore, this oscillation is a
sensitive detector for the existence of convection artifacts.
The double-stimulated spin-echo experiment : As already out-


lined, these convection artifacts can be compensated for by
“applying the sequence twice” with inverted gradient sets. This
method relies on gradient moment nulling and means that a
second gradient set of opposite effective polarity is applied
during the sequence, thereby inducing an opposite handed-
ness of the “magnetic helix”. Therefore, an opposite net phase
shift compared to that of the first gradient is achieved and


Figure 6. Pulse sequence of the BPP-LED experiment. The self-compensating
effect of the bipolar gradient pulse sandwiches largely cancels the genera-
tion of eddy currents.
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cancels acquired phase shifts, thereby leaving the diffusion
process only. The mathematical requirement is that the first
moment of effective gradients G* over the entire pulse se-
quence is zero, with p being the coherence order [Eq. (9)] .[58]


Zt
0


G*z ðt0Þdt0 ¼ 0 ð9Þ


where G*z ¼ p � Gz


Figure 7 illustrates the most simple velocity-compensated
gradient sequence, where during the first half (2d) the magnet-
ic winding is of opposite handedness to that in the second
half and the overall first moment over all gradients is zero. The


flow-compensated double stimulated-echo sequence as pro-
posed by Jerschow and MMller[26] is shown in Figure 8, with bi-
polar gradients and an eddy-current delay at the end of the se-
quence, which also allows both coherence-transfer pathways
of opposite signs during the precession period to be convert-
ed into observable magnetization. The first moment of the ef-
fective gradient over the whole sequence is zero and the wind-
ing during each diffusion period D/2 is of opposite handed-
ness and therefore refocuses all constant velocity effects. A
proper coherence pathway selection, as indicated in Figure 8,


is essential, because the effective gradient is proportional to
the coherence order [Eq. (9)] . The gradients in the center of
the double stimulated-echo experiment might be merged to-
gether; however, due to different rise and fall times, discrete
identical gradients, such as those during t1, yield better refo-
cusing. Since chemical shifts are refocused separately in each
precession period by 1808 pulses, the delays ta and tb need
not be equal.


Effects of chemical exchange


Chemical exchange processes are defined by their rate relative
to the NMR timescale. They can be grouped into slow ex-
change, which is defined by a situation where characteristic in-
dividual sites can be observed in the spectra by individual sig-
nals, and fast exchange, which yields a time-averaged spectrum
over the different sites. The path from slow exchange to fast
exchange consists of line broadening, coalescence, and mo-
tional narrowing as the mean lifetimes for the occupation of
different sites decrease. These exchange rates, that is, the in-
verse lifetimes, can be manipulated by changes in temperature
or concentration of participating species for intermolecular in-
teractions.[59,60] Diffusion NMR spectroscopy is able to observe
chemical exchange between species with different hydrody-
namic properties, for example, a small ligand binding to a
larger protein. Under favorable conditions it is possible to
obtain a diffusion spectrum with two individual peaks within
the slow-exchange limit and similarly a diffusion spectrum with
a single peak within the fast-exchange limit. This can be con-
trolled by a variation of the storage time, t2, in STE-type diffu-
sion experiments without changing the physical properties of
the sample.[52,61] Figure 9 illustrates the effect of different t2


storage times on the stimulated echo amplitude for a two-site


Figure 7. Simple gradient spin-echo pulse sequence with a zero first mo-
ment of the gradients. The handedness of magnetic winding is indicated
above the sequence. Zero first moment gradient sequences are used to
refocus net phase shifts induced by flow.


Figure 8. Double stimulated spin-echo experiment with bipolar gradient
pulses and an eddy-current delay, Te, at the end of the sequence. ta and tb


are gradient recovery delays. The selected coherence transfer pathways, p(t),
are given beneath the sequence. Bidirectional flow yields an additional at-
tenuation of the signal amplitude. However, the whole sequence has a zero
first moment of gradients and thus compensates for (bidirectional) flow-in-
duced signal attenuations.


Figure 9. Effects of the logarithmic echo amplitude ln(M) versus the “gradi-
ent effect”, q2t2, for a two-site exchange. In performing these simulations it
is assumed that DA=2.0, DB=0.1, kA=10, kB=66.6, MA0=0.4, and MB0=0.6.
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exchange. A logarithmic plot of the signal decay ln(M) versus
q2t2 is shown, where q is the “gradient effect”, defined by q=
gGd. The slow-exchange limit is represented in the upper
curves for small values of t2. The dominating effect of these
curves is basically the summation of two exponentials and
thus the slope is associated with both diffusion coefficients, DA


for the free ligand and DB for the protein-bound ligand. Within
the limit of large q2t2 values (for example, a strong gradient
strength), Dslow dominates, which corresponds to DB, whereas
the initial slope for small values of q2t2 (for example, a weak
gradient strength) yields the fast-exchange limit which corre-
sponds to a population-averaged diffusion constant Dav=


pADA+pBDB, where p is the population. Therefore, it is also pos-
sible to extrapolate the populations A (free ligand) and B (pro-
tein-bound ligand) in a two-site exchange, because the in-
tercept at q2t2=0 of the line with slope Dav is taken to be
ln(MA+MB), while the intercept of the slow-exchange line ex-
trapolated from large q2t2 values is equal to ln(MB). The curve
with the steepest slope, actually a straight line with slope Dav,
represents the fast-exchange limit, which can be obtained by
setting the storage period t2 to be so long that the mean
number of times that a spin changes sites is higher than 10.
The application of this theory for the analysis of protein–ligand
interactions is called affinity NMR spectroscopy[62] and an ex-
ample is given by Derrick et al.[52, 63]


Diffusion-ordered spectroscopy (DOSY)


One of the most important applications of pulsed-field gradi-
ent diffusion NMR spectroscopy is diffusion-ordered spectros-
copy (DOSY). The DOSY technique separates signals within a
compound mixture according to their translational diffusion
coefficients. Thus, it is possible to analyze mixtures without a
prior physical separation, for example, by chromatography. The
principle idea of DOSY is analogous to conventional multi-
dimensional NMR spectroscopy: Diffusion spectra can be ob-
tained by incrementing the “gradient effect” reflected in the
value of q= f(g)Gd. These data sets can be represented by a
weighted sum of Stejskal–Tanner factors,[24] where N is the
number of compounds within the mixture, Ai(n) is the initial
spectrum of the ith compound without applied gradients, and
Di is its diffusion coefficient [Eq. (10)] .


f ðq,vÞ ¼
XN
i¼1


AiðnÞ � exp f�Di � q2 � ðD�d=3Þg ð10Þ


Approximate inverse Laplace transforms (ILTs) of the signal
amplitude with respect to q2 yield the second dimension of a
spectrum that correlates the chemical shift with its diffusion
coefficient, a so-called DOSY spectrum.[55,64] However, unlike
the Fourier transformation of an FID, which yields a unique
NMR spectrum, the inverse Laplace transformation (ILT) of the
decay function is often not unique and a number of reasona-
ble assumptions have to be made. Different software packages
dealing with this problem have been described in the liter-
ature, such as DISCRETE,[65,66] SPLMOD,[67] CONTIN[68] and


MaxEnt,[69] and a review of available software has been given
by Johnson.[55] The third or second axis in a DOSY spectrum is
not a chemical shift but a diffusion dimension (Figure 10).[70]


Any 2D NMR experiment can be used in this combination and
Figure 11 illustrates a 3D COSY-DOSY sequence.[71] Other com-
binations such as HMQC-[72] or HSQC-DOSY,[73] TOCSY-DOSY,[74]


and NOESY-DOSY[75] have been reported in the literature.


Hydrodynamic calculations


Translational diffusion is one of the most important modes of
molecular transport. Brownian motion in the absence of an ap-
plied force is the origin of self-diffusion; in this case, no exter-
nal force acts on the molecular particles and, consequently, no
net displacement is observed. However, external fields can be
applied to force additional translational motion. These fields in-
clude gravity or angular acceleration in sedimentation or ultra-
centrifugation experiments and electric fields in electrophore-
sis.[76–78] With the assumption that all solute molecules are
moving with the same average velocity <v> , the flux J across
a surface element will be J=c<v> , where c is the concentra-
tion. A molecule moving in this way will feel a total frictional
force given by <v> f, where f is the translational friction,


Figure 10. 13C-INEPT DOSY plot for a mixture containing glucose, sucrose,
and sodium dodecylsulfate (SDS) in D2O. Each dotted line represents the
average diffusion coefficient of the individual component. On top of the 2D
display the 1D 13C-INEPT spectrum is shown.[70]


Figure 11. Pulse sequence for the 3D DOSY-COSY experiment. The phase
cycling is given in ref. [71] .
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which must be opposed by an equal force if there is no net ac-
celeration. As known from Fick’s first law of diffusion, concen-
tration gradients produce a diffusion force that leads to molec-
ular transport of the solute. Thus, in the case of free diffusion,
where no external forces are applied, the diffusion force and
the frictional force can be set as equal. In doing so, one arrives
at the so-called Einstein–Sutherland equation [Eq. (11)] .


D ¼ �
�
kT
f


�
�
�


1þ @ðln g2Þ
@ðln c2Þ


�
ð11Þ


In an infinite dilution, the activity coefficient g2 of the solute
molecules becomes 1.0; therefore, the differential @(lng2)/@-
(lnc2)=0 and the diffusion constant D0 at infinite dilution is de-
fined by Equation (12).


D0 ¼ �ðkT=f Þ ð12Þ


Thus, the diffusion constant of a molecule will be a function of
the temperature and it will also depend on the solvent viscosi-
ty, as the translational friction f is proportional to the radius of
the diffusing particle r and to the solvent viscosity h, which is
itself a function of temperature. For molecular species of differ-
ent geometries, different approaches are needed to describe
the hydrodynamic frictional coefficient, f. If a spherical (sph)
particle interacts strongly with the fluid molecules, resulting in
strong frictional forces, one obtains the so-called Stokes law
under sticky boundary conditions [Eq. (13)] .


f sph,sticky ¼ 6p � h � r ð13Þ


Most macromolecules of biological interest are not spheres
but appear to be compact, globular or irregular rigid bodies,
and therefore an ellipsoid (eli) is a more realistic model. For
equal volumes, the surface area of an ellipsoid is larger than
that of a sphere, so it follows that ellipsoids will have larger
frictional coefficients than the equivalent spheres. The depend-
ence of the frictional coefficient of an ellipsoid on the axial
ratio pr=a/b, where a and b are the long and short semiaxes,
respectively, can be calculated for sticky boundary conditions.
For a prolate ellipsoid this yields Equation (14).


F ¼ f eli


f sph
¼


ffiffiffiffiffiffiffiffiffiffiffi
1�p2


p


3
ffiffiffiffiffi
p2


p
� ln f½1þ


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�p2�=pg


p ð14Þ


p ¼ b=a ¼ 1=pr


The translational frictional coefficient ratio F is often called a
shape factor or Perrin factor. With increasing axial ratio, this
factor increases gradually. Equation (14) indicates that a mea-
sured self-diffusion coefficient of a given molecular species
under controlled conditions, for example, free isotropic diffu-
sion, in principle, provides information on the effective size or
weight of a diffusing species; even though a single value of F
is consistent with many possible shapes, it is sensitive to struc-
tural properties.


Unfortunately, real solutions do not show such a simple be-
havior, as proteins interact with a substantial number of water


molecules. The term hydration refers to effects ranging from
specific entrapment of structural water molecules in internal
cavities, for example, as observed in crystal structures, to the
generic perturbation of the water layer covering the external
protein surface. Protein–water interactions play an essential
role for the folding, stability, and function of proteins. Since
the primary events of biological processes, such as enzymatic
catalysis, association, and recognition, take place at the pro-
tein–water interface, the dynamics of the hydration layer is of
special interest. Much of the experimental information about
protein hydration dynamics has come from NMR relaxation
experiments[79,80] and protein–water intermolecular NOEs.[81,82]


This inner hydration sphere interacts and will move with the
protein; it will therefore contribute to the protein’s apparent
size and also alter its hydrodynamic properties. Different
classes and spheres of bound water are merged together into
a net weight of bound water per weight of macromolecule, if
it is assumed that water occupies all internal spaces and
covers the surface of the macromolecule. The hydrated radius
of an equivalent sphere, rh, can then be calculated from the hy-
drated volume, Vh, by use of Equation (15), where V2 and V1 are
the partial specific volumes of the macromolecule and the
solute, respectively, and d1 is the hydration given in grams of
bound water per gram of macromolecule.[78]


Vh ¼ ðM=NAÞð�V2þd1
�V1Þ ð15Þ


Therefore, if the shape is already known independently, for ex-
ample, from electron microscopy or X-ray crystallography, then
measured frictional coefficients can either yield the molecular
weight and consequently the molecule’s possible aggregation
state or yield the hydration, if the other quantity is available
independently or can be estimated in terms of a model.


The hydrodynamic behavior of macromolecules in solution
can be calculated and simulated by starting from the atom co-
ordinates of a given molecule. The macromolecular properties
that can be obtained from hydrodynamic calculations are
translational diffusion coefficients, Dt, rotational diffusion coef-
ficients, Dr, relaxation times, t, the intrinsic viscosity, h, and the
radius of gyration, Rg. From one or more properties it is possi-
ble to determine the size and shape of possible protein aggre-
gations, their anisometry (axial ratio), and the degree of hydra-
tion. The problem of predicting the hydrodynamic properties
of rigid macromolecules of arbitrarily complex shape was first
studied by Bloomfield et al.[83,84] They used simple models of
identical elements[85] and devised procedures for calculating
the properties for models composed of equal or unequal
spherical elements, the so-called beads. There are different
strategies for building the hydrodynamic bead model; a review
of these different modeling approaches and their advantages
and disadvantages is given by GarcSa de la Torre et al.[86] In
general, a bead model is any representation of a particle as an
array of spherical frictional elements. Individual Stokes law fric-
tion coefficients are assigned for each element, and the hydro-
dynamic interaction between them is taken into account. For a
particle of arbitrary shape, the hydrodynamic resistance is ex-
pressed by means of a 6T6 friction tensor, X, and the Browni-
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an diffusion is expressed similarly by a 6T6 diffusion matrix, D.
The friction forces must be compensated for by the averaged
kinetic energy of the particle, and thus, according to the Ein-
stein equation, the diffusion tensor is inversely proportional to
the friction tensor [Eq. (16)] .[87]


D ¼ kT=X ð16Þ


The theory of hydrodynamic properties of bead models pro-
vides a procedure for the calculation of the components of X.
A key concept in bead model hydrodynamics is the hydrody-
namic interaction effect. The frictional force experienced by a
bead depends not only on its relative velocity and its friction
coefficient but also on the frictional forces that act on all the
other beads. This is accounted for by 3T3 hydrodynamic inter-
action tensors, Tij(i,j=1,…, N), between beads i and j, where N
represents the number of beads used in the model.[88]


Oligomerization and Hydrodynamic Properties
of Peptides and Proteins


Application to lipophilic interactions: Antiparallel
dimerization of a helical peptide


It is well documented that peptides rich in Ca-methylated a-
amino acids such as a-aminoisobutyric acid (Aib) or isovaline
(Iva) have a tendency to adopt either the 310- or the a-helical
conformation in the crystalline state, as well as in structure-
supporting solvents.[89–92] Investigations on the 310/a-helical
equilibrium in chloroform solution of the lipophilic heptapep-
tide mBrBz-Iva1-Val2-Iva3-(aMe)Val4-(aMe)Phe5-(aMe)Val6-Iva7-
NHMe (mBrBz=meta-bromobenzoyl, (aMe)Val=Ca-methylva-
line, (aMe)Phe=Ca-methylphenylalanine), by NMR spectrosco-
py revealed a dimerization behavior of the peptide due to fa-
vorable van der Waals interactions, in the sense of shape com-
plementarity such as a bulge fitting into a groove.[93,94] In fact,
the NOESY spectrum showed a few intermolecular NOEs, espe-
cially from the amide proton of Val2 to the C-terminal blocking
group NHMe and from side chain to side chain, which could
indicate either an antiparallel side-by-side aggregation or a
head-to-tail aggregation, as described in the crystal structure
of Boc-Val-Ala-Leu-Aib-Val-Ala-Leu-(Val-Ala-Leu-Aib)2-OMe
(Boc= tert-butyloxycarbonyl).[95] This aggregation phenomenon
was studied further by temperature-dependent diffusion meas-
urements on the heptapeptide. Temperature-dependent spin-
echo diffusion measurements were performed with 6 steps in
the range of 273–300 K by using the double stimulated-echo
experiment (Figure 8), which yields a suppression of convec-
tion artifacts (Figure 12). The diffusion coefficients were calcu-
lated by applying a nonlinear least squares regression to the
signal decay according to the Stejskal–Tanner factor [Eq. (6)] .
The calculated self-diffusion coefficient of CHCl3 was used as
an internal standard. In order to estimate the hydrodynamic
radius of the heptapeptide in a saturated CHCl3 solution, the
Stokes–Einstein equations [Eqs. (12) and (13)] were used by
taking into account the temperature dependence of the dy-
namic viscosity of CHCl3 and a friction factor for the helical


shape of f/f0=1.04. With the assumption of a helical geometry
for the heptapeptide, as indicated by the NOESY spectrum, the
hydrodynamic diameter of the monomeric helix is 15.5 V. For
an antiparallel side-by-side aggregation, the hydrodynamic di-
ameter should increase to about 1.5 times that of the mono-
meric helix. Therefore, the evaluated hydrodynamic ratios be-
tween 2.3	0.1 at 273 K and 1.8	0.1 at 300 K clearly indicate
at least a dimerization. The calculated dimer structure is shown
in Figure 13 as a space-filling Connolly surface of each mono-
mer and is held together by favorable lipophilic interactions.
Karle has shown by X-ray diffraction structures of helical pep-
tides that the dominating factor of packing motifs in apolar
helices is not their dipolar nature but rather a shape selec-
tion,[95] such as a bulge fitting into a groove. Thus, shape com-
plementarity is essential for molecular recognition of the
apolar helices. The studied heptapeptide can be considered as
a model for two relevant aspects of transmembrane protein
folding. According to the two-stage model[96] or the diffusion
collision model,[97] there is first a build-up of stable local struc-
tural elements, for example, helical geometry, which is respon-
sible for the formation of a specific molecular shape; secondly,
this shape is recognized as attractive by other surrounding
structures, thereby yielding a complex of higher order.


Electrostatic interactions: p53 DNA-binding domain (DBD)
dimerization behavior


The p53 protein is a transcription factor regulating many cellu-
lar processes, including the cell cycle, DNA repair, programmed


Figure 12. Temperature-dependent signal decay of the heptapeptide mBrBz-
Iva1-Val2-Iva3-(aMe)Val4-(aMe)Phe5-(aMe)Val6-Iva7-NHMe observed by
using a pulsed-field gradient echo diffusion experiment with suppression
of convection artifacts. T=273 K, diffusion constant D=2.11T10�10


	8.3T10�12 m2 s�1, T=280 K, D=2.53T10�10	5.6T10�12 m2 s�1, T=285 K,
D= 2.78T10�10	3.5T10�12 m2 s�1, T=290 K, D=3.17T10�10


	8.1T10�12 m2 s�1, T=295 K, D=2.56T10�10	1.4T10�12 m2 s�1, T=300 K,
D=3.93T10�10	1.5T10�12 m2 s�1. Reprinted with permission from ref. [93] .
Copyright (2001) American Chemical Society.
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cell death, angiogenesis, and senescence, and it thus acts as a
major tumor suppressor.[98–102] The induction of apoptosis by
transcriptional activation of proapoptotic target genes in re-
sponse to cellular stress or DNA damage is the most conserved
function of p53, which prevents an accumulation of mutated
genome.[103] Therefore, DNA binding is crucial for its tumor
suppression function and this is a highly cooperative process
in solution.[104–109] This cooperativity in DNA binding, even in
the absence of the tetrameriza-
tion domain, implies the exis-
tence of core–core interactions.
At present no structural infor-
mation is known about full-
length p53 and its tetrameric
organization bound to DNA, yet
several reports discuss inter-
domain contacts in p53[109–114]


based on modeling of the indi-
vidual structures of the p53
DBD[111,114] and the tetrameriza-
tion domain.[115–117] NMR chemi-
cal shift perturbation experi-
ments of 15N-labeled p53 DBD
and consensus oligonucleotide
suggest an essential role of the
short H1 helix (Pro177–Cys182)
for intermolecular p53 DBD di-
merization.[106,118] A mutational
study of solvent-exposed resi-
dues within the H1 helix dimeri-
zation interface of the p53 DBD
indicated the existence of two


intermolecular Glu180–Arg181 salt bridges. This was examined
by pulsed-field gradient diffusion NMR spectroscopy, as well as
other techniques such as electrophoretic mobility shift assays
and fluorescence anisotropy measurements. The following di-
merization mutations were introduced by site-directed muta-
genesis: H178A, R181A, C182A, E180R, and R181E. One double-
site mutation, E180R/R181E, was also introduced. All of these
mutations are located within the H1 helix region. As solvent-
exposed residues and their side chains do not have an impact
on the structural integrity of the p53 DBD, all H1 helix dimeri-
zation mutants should be natively folded, which was investi-
gated by NMR spectroscopy. Figure 14 shows an overlay of the
15N-HSQC spectra of all six mutants and wild-type p53 DBD,
thereby proving that all the dimerization mutants are indeed
natively folded. Addition of consensus oligonucleotide to wild-
type p53 DBD causes a reduction of 27.1% in the diffusion co-
efficient of p53 DBD (Figure 15) as measured by pulsed-field
gradient NMR spectroscopy. This is due to cooperative binding
of two p53 DBDs to one decameric half-site consensus oligo-
nucleotide. The measured value is in good agreement with hy-
drodynamic calculations performed by using the shell model
of HYDRONMR[119] and a dimeric p53 DBD–DNA model com-
plex as described by Klein et al. ,[106] which results in a theoreti-
cal reduction of the diffusion coefficient of about 33%. The
monomeric p53 DBD–DNA complex (PDB code: 1TSR; chain B
including the DNA) was also used for hydrodynamic calcula-
tions yielding a reduction compared to free p53 DBD of only
18% upon DNA binding. Thus, these two theoretical values
represent the range expected for an equilibrium of monomeric
and fully cooperative DNA binding. Deviations from the values
of the two borderline cases reflect an averaging of higher and
lower oligomeric states. Figure 15 illustrates the reduction of
the diffusion coefficient upon addition of 0.6 equivalents of


Figure 13. Dimeric structure of the heptapeptide mBrBz-Iva1-Val2-Iva3-
(aMe)Val4-(aMe)Phe5-(aMe)Val6-Iva7-NHMe showing the antiparallel side-
by-side aggregation in the sense of a bulge fitting into a groove, depicted
with a van der Waals surface. Reprinted with permission from ref. [93] Copy-
right (2001) American Chemical Society.


Figure 14. Superposition of the 15N-HSQC spectra of p53 DBD wild-type (grey) and six mutated p53 DBDs. The
enlarged section shows residue Arg181 within the H1 helix. Adapted from ref. [135].
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CON2x5 half-site oligonucleotide to achieve a stoichiometric
1:2 DNA/p53 DBD ratio of wild-type DBDs of p53 and p63 and
the various p53 DBD dimerization mutants. As already indicat-
ed by 15N-HSQC titration, all mutants bind to DNA to result in
a reduction of the diffusion coefficient of at least 13%. It can
be concluded that p53 DBD wild-type and the double-site mu-
tation E180R/R181E have a similar tendency to bind DNA co-
operatively, whereas this tendency is less pronounced for the
single-site mutations H178A, R181A, C182A and E180R, and
R181E. These results were corroborated by electrophoretic mo-
bility shift assays and fluorescence anisotropy measurements.
Taken together, all these results support the idea that the pro-
posed additional dimerization interface of p53 DBD in stabiliz-
ing a cooperative and selective binding to DNA consists
mainly of two intermolecular Glu180–Arg181 salt bridges from
each monomer to the other (Figure 16). These salt bridges are
in agreement with a C2 symmetric complex as proposed by
Klein, Lebrun, and their respective co-workers[106, 112] and they
rationalize the different DNA-binding behaviors of p53 DBD
and p63 DBD.


PFG NMR spectroscopy reveals a natively unfolded N-
terminal domain of p53


To gain further insight into the conformation of the N-terminal
domain of p53 (Np53; residues 1–93), we analyzed its structure
at pH 7.5 and 298 K by NMR spectroscopy. As shown in
Figure 17, only a small proton resonance dispersion in the
spectral range of d=7.5–8.7 ppm is observed in the 15N-HSQC
spectrum, which is characteristic for a highly unfolded protein.
In addition, the seven NH2 side-chain signals of the asparagine
and glutamine residues accumulate in their characteristic
random-coil region of d=7.59/6.88 ppm. The same characteris-


tic was observed for the side-chain signals of the three trypto-
phans of Np53, which appear at d=10.2 ppm. Taken together,
the spectrum shows on the amino acid level that residues 1–
93 of p53 are mostly unstructured.


Figure 15. Reduction of the diffusion coefficients of p53 DBD, p63 DBD, and
the p53 DBD dimerization mutants upon complexation with consensus DNA,
as measured by pulsed-field gradient NMR spectroscopy. Hydrodynamic sim-
ulations with a cooperative p53 DBD–DNA model predict a theoretical re-
duction of 33%, while a single-site binding of DNA should result in 18% re-
duction. Adapted from ref. [135].


Figure 16. C2 symmetric complex modeled on the identified dimerization in-
terface of p53 DBD upon cooperative DNA binding. The dimerization inter-
face is stabilized by a double intermolecular salt bridge between the Glu180
and Arg181 residues. Adapted from ref. [135].


Figure 17. 15N-HSQC spectrum of 15N-labeled Np53. The 15N-HSQC spectrum
of the N-terminal domain of human p53 (1.2 mm) was determined at 298 K
and pH 7.5 in 90% H2O/10% D2O at 750 MHz. Adapted from ref. [123].
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In order to corroborate the hydrodynamic properties of the
N-terminal domain of p53, pulsed-field gradient diffusion
measurements were performed and the data were compared
to theoretical hydrodynamic calculations performed by using
the bead model of HYDRONMR[120] and a regularized random-
coil structure, which was generated by XPLOR.[121] The diffusion
coefficient of Np53 was calculated from the decay of 23 nonex-
changeable signals, which were averaged and fitted by using
the equation of Stejskal and Tanner.[24] The experimental diffu-
sion coefficient was 6.5T10�11	0.05T10�11 m2 s�1. This value is
in good agreement with the one calculated by using HY-
DRONMR, namely Dthr=7.43T10�11 m2 s�1 (Figure 18). The diffu-


sion coefficient is about two times smaller than for a globular
folded protein of the same size. This is due to an increased hy-
drodynamic radius, corresponding to a globular protein of
about 20 kDa. Thus, the hydrodynamic calculation together
with the NMR diffusion experiments support the idea of an un-
folded state of Np53 under physiological conditions.


The N-terminal domain of p53 seems to play an essential
role in the regulation of the p53 network. However, the struc-
ture and precise function of this domain are still not known.
The suggestion that segments of the N-terminal part of p53
could be unfolded in the native state has important implica-
tions for the functional mechanism of p53.[122]


15N-HSQC NMR spectra as well as far-UV CD spectroscopy
demonstrate that Np53 lacks extensive contributions of or-
dered secondary structure.[123] Near-UV CD and fluorescence
emission spectra of Np53 confirm a high main-chain flexibility
in the domain and a complete absence of tertiary structure.[123]


The hydrodynamic dimensions of Np53 are typical for a protein
of low compactness and an extended conformation under
physiological conditions. In addition, the diffusion coefficient
obtained by PFG NMR spectroscopy is about two times smaller
than the one expected for a globular folded protein of the
same size. Both characteristics are in line with the concept of
an unfolded conformation of the N-terminal part of p53 under
physiological conditions.


Summary


Pulsed-field gradient NMR spectroscopy is a well-established
method for the determination of translational diffusion coeffi-
cients. Besides the concept of diffusion-ordered spectroscopy
(DOSY),[55] which generates a new “diffusion dimension” in the
spectra, there are several more applications in the field of bio-
molecular NMR spectroscopy. Diffusion-based NMR methodolo-
gies have been reported for the observation of ligand–receptor
interactions,[124,125] the determination of association con-
stants,[126] or the screening of compound mixtures to detect
binding ligands.[127] Furthermore, solvation phenomena[128] as
well as membrane association can be studied.[129] Studies of
the molecular aggregation and hydrodynamic properties of
various proteins and peptides[93,130] demonstrated that mono-
mer–dimer equilibria can be determined by pulsed-field gradi-
ent NMR methods. Moreover, it is possible to observe the fold-
ing of proteins[131,132] and to determine chemical exchange
rates by diffusion NMR spectroscopy.[61,133,134] Therefore, pulsed-
field gradient diffusion measurements are of considerable
value in conformational and hydrodynamic studies of mole-
cules, and “diffusion” can be rightfully added to the more con-
ventional NMR parameters, such as chemical shifts, NOEs, and
scalar or dipolar couplings.
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Methyl Groups as Probes of Structure and
Dynamics in NMR Studies of High-Molecular-
Weight Proteins
Vitali Tugarinov and Lewis E. Kay*[a]


Introduction


Methyl groups are of particular interest in NMR studies of pro-
teins since they occur frequently in the hydrophobic cores of
these molecules[1] and thus are often sensitive reporters of
structure and dynamics. Methyl probes can play a very impor-
tant role in applications that involve high-molecular-weight
proteins because of favorable properties that facilitate the re-
cording of NMR spectra with high sensitivity and resolution.
First, the threefold degeneracy of methyl protons in 13CH3 iso-
topomers (13CH3,


13CH2D, and 13CHD2 methyls will be consid-
ered in this review) effectively increases the concentration of
each group significantly beyond that for, say, backbone
amides. Second, because methyl groups are localized at the
peripheries of side chains, many tend to be dynamic;[2] this
leads to slower relaxation that can be exploited in studies of
large systems. Third, in the past few years it has become possi-
ble to produce proteins in which methyl groups are selectively
protonated in a highly deuterated background; this leads to
further enhanced relaxation properties that greatly increase
the size of systems that can be studied.[3] Fourth, distances
between proximal methyl groups, established on the basis of
NOEs, often connect regions of the molecule that are far re-
moved in primary structure.[4–8] In addition, these moieties
serve as probes in investigations of protein–ligand interac-
tions,[9, 10] fast and slow timescale side-chain dynamics,[11–16] dy-
namics of protein folding,[17] and in the detection of proteins
and complexes in in-cell NMR experiments.[18]


In this Minireview, we focus on using methyl groups to
study both structure and dynamics in high-molecular-weight
proteins. A key aspect has been the interplay between new
isotope-labeling methodology and NMR techniques that are
specifically designed for a given labeling pattern. Thus, a de-
scription of the new labeling approaches is first presented, fol-
lowed by a brief summary of the NMR experiments that have
been developed for site-specific methyl assignments. The relax-
ation properties of methyl groups are discussed, and basic
principles of methyl-TROSY spectroscopy are presented. Finally,
a number of practical applications involving global protein-fold
determination and studies of side-chain dynamics are de-
scribed.


The approaches and concepts described here are illustrated
with applications to the enzyme malate synthase G (MSG) from
E. coli—a monomeric 723-residue protein (82 kDa)[19–21] that
has been extensively characterized by NMR in our laboratory
over the past several years[3] and whose global fold has been


recently derived de novo from NMR data exclusively.[22] MSG is
a four-domain enzyme that catalyzes the Claisen condensation
of glyoxylate and acetyl-CoA to produce malate and is a part
of a biosynthetic bypass (“glyoxylate shunt”) that is activated
in many pathogenic microorganisms under anaerobic condi-
tions.[23] Since the glyoxylate shunt is absent in man, the en-
zymes of this bypass have recently been recognized as poten-
tial targets for drug design to improve existing antibiotic
agents.[24–26]


a-Ketoacid Precursors for Biosynthetic
Labeling of Methyl Sites


Certain a-ketoacids can serve as biosynthetic precursors of a
number of methyl-bearing amino acids in proteins over-ex-
pressed in minimal media. Rosen et al. have shown that the
use of [1H,13C]-labeled pyruvate as the main carbon source in
D2O-based minimal-media expression of proteins results in
high levels of proton incorporation in methyl positions of Ala,
Ile(g2 only), Leu, and Val in an otherwise highly deuterated
protein.[27] Unfortunately, because the protons of the methyl
group of pyruvate exchange with solvent, proteins are pro-
duced with all four of the possible methyl isotopomers (13CH3,
13CH2D, 13CHD2, and 13CD3), although it is possible to skew the
population of methyls that are “produced” heavily toward the
fully protonated variety. The isotopic “dilution” associated with
the generation of 13CH3-,


13CH2D-, and 13CHD2-labeled methyl
groups in the same protein sample compromises the sensitivi-
ty and resolution of NMR spectra due to one-bond 13C
(~0.3 ppm) and small two-bond 1H (~0.02 ppm) isotope shifts
that separate the resonances of each isotopomer. As a result,
this method has not become widely used for the production
of protein samples for structural studies, although applications
that involve the generation of fully protonated proteins with
selective 13C incorporation only at methyl sites for relaxation
studies have emerged.[13–16,28, 29]
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Biochemistry and Chemistry
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Structural studies of high-molecular-weight proteins that
rely principally on methyl groups are best carried out on
highly deuterated, 13CH3-labeled molecules. Gardner and Kay[30]


and later Goto et al.[31] have described robust and cost-effective
labeling procedures that make use of a-ketobutyric and a-ke-
toisovaleric acids as biosynthetic precursors for the production
of deuterated proteins with protonation restricted to the Iled1
and Leud/Valg positions, respectively. Although the number of
methyl probes is decreased relative to the pyruvate-based
scheme, several important advantages are associated with this
approach: i) depending on the desired labeling scheme for the
rest of the protein either [D]- or [D,13C]-d-glucose may be used
as the primary carbon source in protein production, ii) incorpo-
ration of the desired label into Ile, Leu, and Val methyl sites is
near quantitative with no scrambling, and, finally, iii) due to ad-
vances in organic synthesis, virtually any combination of 12C/
13C and H/D can be introduced into a-ketobutyrate and a-ke-
toisovalerate and, therefore, into the side-chains of Iled1/Leud/
Valg in otherwise highly deuterated proteins. Scheme 1 shows
the chemical formulae of a number of a-ketobutyric (I–IV) and
a-ketoisovaleric (V–VIII) acids with different isotopic labels that


are currently used as biosynthetic precursors in our laboratory
for NMR studies of high-molecular-weight proteins. Of note,
compounds I and V were used earlier by Gardner et al. in stud-
ies of maltose-binding protein (MBP, 370 residues) with selec-
tive protonation at the Iled1/Leud/Valg sites.[32]


Several authors have described procedures for the synthesis
of some of the a-ketoacid precursors shown in Scheme 1, al-
though all compounds are now commercially available. The
Abbott group has developed synthetic methods for the pro-
duction of 13C methyl-labeled a-ketobutyric and a-ketoisovale-
ric acids.[9] An alternative and more cost-effective synthetic
strategy for the production of a-ketoacids with this labeling
pattern by using Grignard chemistry has been described by
Gross et al. for high-throughput studies of protein–ligand inter-
actions.[10] Very recently, Konrat and co-workers reported a ver-
satile synthetic procedure that allows the incorporation of any
desired isotope pattern into a-ketobutyrate or a-ketoisovaler-
ate with high efficiency.[33] Rather than concentrating on the
details of the available synthetic strategies, we describe how
each of these precursors can be utilized in NMR applications
involving high-molecular-weight proteins. Typically, precursors


with the desired labeling patterns are added to D2O-
based growth media approximately 1 hour prior to
induction of protein over-expression, and the expres-
sion times are kept reasonably short (4–6 h) to maxi-
mize the incorporation of the desired isotope
label.[31,32] A methyl 1H,13C correlation map
of {Iled1(1H),Leu(13CH3,


12CD3),Val(13CH3,
12CD3)} U-


[15N,13C,D] MSG, produced by using precursors I and
VI from Scheme 1 is shown in Figure 1. Similar pro-
tein samples have also been produced with a combi-
nation of compounds III/IV (for Ile) and/or VIII (for
Leu/Val) to produce protein samples with methyls of
the 13CH2D or 13CHD2 variety for relaxation studies
(see below), illustrated for Ile12 of MSG (Figure 1
inset). The fact that a separate protein preparation
must be made for each desired isotopomer is more
than compensated for by the high quality of the re-
sulting spectra, both in terms of resolution and sensi-
tivity.


Assignment of Iled1/Leud/Valg Methyls
in High-Molecular-Weight Proteins


Methyl 1H and 13C assignments in MSG have been
carried out on highly deuterated, methyl protonated
samples produced from compounds I (Iled1-[1H]) and
VI (Leu,Val nonstereospecifically 13C-enriched at a
single methyl site), with uniform 13C-labeling of all
other sites.[34] This labeling strategy generates linear
13C spin systems for Leu and Val, while Ile can effec-
tively be linearized through the application of “selec-
tive pulses”,[35] thereby avoiding problems arising
from magnetization losses at the branch points of
these side-chains (i.e. , b(g) in Ile, Val(Leu)] . The gains
in sensitivity that ensue outweigh the losses associat-
ed with the twofold dilution of methyl groups.[34,53]


Scheme 1. Partial list of isotopically labeled a-ketoacids that are commercially available
and can be used as biosynthetic precursors in the E. coli-based growth of methyl 13C,1H-
labeled proteins. Sodium salts of a-ketobutyric and a-ketoisovaleric acids protonated at
position 3 are available and the precursors can be quantitatively exchanged to 3-2H at
high pH in D2O.[31] These precursors are added in amounts of ~50 mg (butyric acid) and
~100 mg (valeric acid) per liter of growth medium approximately 1 h prior to induction
of protein over-expression.[31]
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Figure 2A (top) illustrates the magnetization flow
in a COSY-based HN-detected experiment in which
net magnetization is transferred from the methyl
group to the backbone amide, thus generating spec-
tra containing correlations of the form [wCmethyl


(i),
wN(i),wHN(i)] and [wHmethyl


(i),wN(i),wHN(i)] . Figure 2
(bottom) shows a pair of strips from data sets
recorded on an {Iled1(13CH3),Leu(13CH3,


12CD3),
Val(13CH3,


12CD3)}, U-[15N,13C,D] sample of MSG (276
protonated methyls), 37 8C,[34] extracted at the amide
15N chemical shift of Leu202 that has been used to
assign methyl 13C and 1H resonances of this residue.
An alternative and complimentary approach for the
assignment of methyl groups is shown in Figure 2B
(top) in which magnetization is transferred from
methyls to aliphatic carbons in an “out-and-back”
manner, thus circumventing losses associated with
the net transfer to amides.[34] As with the
HN-detected experiments, these schemes benefit
from the Leu,Val-[13CH3,


12CD3]-labeling scheme. A
single 3D data set with correlations of the form
[wCgCbCa


(i),wCmethyl
(i),wHmethyl


(i)] for Ile and Leu, and [wCbCa
(i),


wCmethyl
(i),wHmethyl


(i)] for Val can be obtained, with cross
peaks connecting successive aliphatic carbons alter-
nating in phase. Additional experiments can be re-
corded to relay the signal to the 13CO spin and back
(shown with dashed arrows in Figure 2B); this pro-
vides correlations of the form [wCO(i),wCmethyl


(i),wHmethyl
(i)] .


Figure 2B (bottom) illustrates 1Hmethyl–
13Caliph and


1Hmethyl–
13CO strips from these data sets for Leu202d2


of MSG. The sequence-specific assignments of Ile,
Leu, and Val methyls can be obtained by matching
the three 13C frequencies (13Ca,


13Cb,
13CO) that are ob-


tained from these experiments to those available
from the compiled list of backbone and 13Cb assign-
ments. Note that, unlike in HN-detected data
sets, the methyl out-and-back schemes provide


Figure 1. 2D 1H,13C HMQC spectrum acquired on an {Iled1-[13CH3] Leu,Val-
[13CH3,


12CD3]} U-[D,15N,13C]-labeled MSG sample (D2O) at 800 MHz, 37 8C. With
the precursors of Scheme 1, it is possible to produce samples with “isotopi-
cally pure” 13CH3-,


13CH2D-, and 13CHD2-labeled methyl groups, as illustrated
for Ile12 (three separate samples).


Figure 2. A) Top: Schematic diagram of the magnetization flow in 13Cmethyl-HN experi-
ments for assignment of Ile(d1), Leu and Val methyl groups in high-molecular-weight
proteins. Bottom: Strips from 3D HN-COSY data sets at the 15N chemical shift of L202
(126.5 ppm) showing 13Cmethyl�HN and 1Hmethyl�HN correlations.[34] Spectra were recorded
on an {Iled1-[13CH3] Leu,Val-[13CH3,


12CD3]} U-[D,15N,13C]-labeled MSG sample, 37 8C. B) Top:
Schematic diagram of the magnetization transfer steps in the methyl “out-and-back” ex-
periments recorded on the same sample as in (A). Bottom: Selected 1Hmethyl�13Caliphatic and
1Hmethyl�13CO strips with correlations at the 13Cmethyl chemical shift of L202 d2 (22.7 ppm).
The negative peak (13Cb) is shown in gray.
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1H–13C connectivities within a
given methyl group de facto,
thus facilitating assignment, and
are significantly more sensitive
(on average between five- and
tenfold).[34]


Methyl-TROSY Spectros-
copy


It has long been known that
multiplet components associated
with specific transitions in a spin
system can relax at very different
rates due to interference effects
between relaxation interactions.
This differential relaxation can
be used to study molecular dy-
namics, an approach pioneered
by Werbelow and Grant[36] and
Vold and Vold.[37] Alternatively,
the components that relax most
slowly can be preserved by
using the so-called TROSY (trans-
verse relaxation-optimized spec-
troscopy) effect,[38] in which fast
and slowly relaxing lines are se-
questered; by focusing on mag-
netization-transfer pathways that
derive exclusively from the long-
lived transitions, significant gains
in sensitivity and resolution can
be obtained. The first applica-
tions of TROSY involved 15N,1H[38]


and aromatic 13C,1H[39] spin sys-
tems; TROSY approaches for
methyl (13CH3 and 13CH2D)[40,41]


and methylene (13CH2)
[42] groups


have subsequently been pub-
lished.


The origin of the TROSY effect
for 13CH3 and 13CH2D methyl
groups can be understood by
considering energy-level dia-
grams for AX3 [13CH3] and AX2


[13CH2D] spin systems, Figure 3A
and B, respectively (the deuteron
is treated as a “silent” spin). For
completeness, the energy level diagram of an AX [13CHD2] spin
system is also presented. Detailed calculations show that the
relaxation of individual single-quantum 1H (vertical lines) or 13C
(horizontal lines) transitions are coupled in the general case
and that they depend primarily on dipolar contributions that
derive from auto- and cross-correlated relaxation interactions
from within the methyl group.[43–46] However, in the slow tum-
bling limit, wctc@1, where wc and tc correspond to the 13C
Larmor frequency and the overall tumbling time, respectively,


and assuming that the methyl group rotates very rapidly
about its threefold axis, the situation is simplified considerably,
and the transitions relax in a single exponential manner.[47] The
(partial) cancellation of dipolar fields leads to long-lived lines
with rate constants, RS2,X, while the constructive addition of di-
polar fields results in enhanced relaxation, Rf2,X (X= 1H or
13C).[36,47, 48] For example, for Iled1-[13CH3] U-[D,15N,12C]-labeled
MSG at 37 8C, measured values for RS2,X are 26�9 and 22�
12 s�1 for 1H and 13C, respectively, while the corresponding


Figure 3. Energy-level diagram for A) 13CH3, B) 13CH2, and C) 13CH spin systems of rapidly rotating 13CH3,
13CH2D,


and 13CHD2 methyl groups. Total spin quantum numbers (I) corresponding to each manifold of 13CH3 and 13CH2


spin systems are indicated. Slow and fast relaxing 13C/1H transitions are shown with solid and dashed arrows, re-
spectively. A product basis representation of each eigenfunction is used, j j> jki, where j= {a,b} is the 13C spin
state and k= {1–8} is the wave function for the (equivalent) 1H spins.
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values for Rf2,X are calculated to be 280 and 310 s�1. In the case
of 13CHD2 methyls, all single-quantum 1H transitions, and con-
versely all 13C lines, will relax with the same rates, if cross-corre-
lation effects involving small contributions from chemical-shift
anisotropy are neglected. The goal in the design of pulse
schemes involving either 13CH3 or 13CH2D methyl groups be-
comes, therefore, to sequester the fast and slowly relaxing
transitions in such a way that the observed NMR signal derives
from lines that traverse only slowly relaxing pathways. Remark-
ably, for 13CH3 methyl types, the simple HMQC experiment[49,50]


is optimal for TROSY “as is”, and significant improvements in
both sensitivity and resolution in relation to HSQC schemes[51]


have been demonstrated on high-molecular-weight proteins.[40]


In the case of applications involving studies of methyl dynam-
ics with 13CH2D probes, the methyl-TROSY pulse schemes are
more complex, and only become useful for proteins with cor-
relation times in excess of approximately 25 ns, when simpler
(HSQC) schemes become particularly inefficient.[41]


Methyl-TROSY, like TROSY involving other spin systems,[52] is
sensitive to relaxation contributions from spins other than
those of interest,[34] and it is important to minimize such ef-
fects. In this regard, a labeling scheme that optimizes the
TROSY effect for methyls of Leu and Val has been described
that involves protonation of only a single methyl in the isopro-
pyl group, [13CH3,


12CD3] by using a-ketoacid precursors VI or
VII (Scheme 1).[53] Residual relaxation contributions from exter-
nal spins can be minimized by recording zero-quantum (ZQ)
methyl-TROSY spectra in which cross-correlated relaxation in-
teractions involving external 1H and 2H spins in the protein
and methyl 13C and 1H spins lead to line narrowing.[54] NMR ex-
periments that exploit such effects have been applied in meas-
uring small three-bond methyl 13C, amide 15N J couplings in Val
side-chains in MSG[55] (see below).


The Role of Methyl Groups in Structural
Studies of Large Proteins


The strategy that we have adopted for “structure” determina-
tion of high-molecular-weight proteins is somewhat different
from that used in analyses of smaller molecules (940 kDa). In
studies of “small” proteins, as many 1H chemical shifts as possi-
ble are assigned, and subsequently NOEs connecting large
numbers of sites are quantified in terms of distance ranges
that are then used to obtain an accurate ensemble of struc-
tures.[56] In the case of proteins the size of MSG, it seems un-
likely that such an approach will be efficient, since spectral
overlap and sensitivity limitations preclude a detailed analysis
of all side-chain positions. We prefer, therefore, to focus on key
sites in the protein that will provide a sufficient number of re-
straints to define a backbone global fold for many systems.
The global fold then forms the basis for further studies, includ-
ing additional experiments for refinement of the structure if
necessary. It is clear from the above discussion that the probes
of choice are methyl groups, along with backbone amides that
are assigned during the initial stages of any study. Thus, the
goal is to obtain as many methyl–methyl, amide–methyl, and
amide–amide NOEs as possible and to supplement the distan-


ces derived from them with orientational restraints such as di-
polar couplings[57, 58] and dihedral angles that are quantified
from chemical shifts[59, 60] and scalar couplings.[61] Because only
a limited subset of the restraints that would normally be ob-
tained in studies of small-to-medium-sized proteins can be
measured by using the Ile(d1), Leu,Val methyl protonation la-
beling scheme, it is critical that experiments be optimized to
take full advantage of the information content that is available.


Once the assignment of methyl groups to specific sites in
the protein is completed, stereospecific assignments of the
prochiral methyls of Leu and Val can be obtained. For Val resi-
dues, a set of quantitative J-based experiments[61] for measur-
ing the three-bond methyl-backbone amide (3JCgN) or methyl-
carbonyl carbon (3JCgCO) couplings that include the methyl-
TROSY effect have been developed and demonstrated on
MSG.[55] Figure 4A shows the labeling scheme that has been
used for the assignments when only one of the two methyls is
13CH3. As we discuss elsewhere in detail, measurement of 3JCgN


is best accomplished with a sample prepared with precursor
VII (Scheme 1) and [D,12C]-glucose (i.e. , selective 13C-labeling of
only single methyl sites in the protein).[53,55] In contrast, the
measurement of 3JCgCO scalar couplings, which requires 13C la-
beling at both methyl and carbonyl positions, makes use of a
sample generated with precursor VI and [D,13C]-glucose (the
same labeling scheme used for backbone and methyl assign-
ments). Figure 4B illustrates a ZQ-methyl-TROSY quantitative J
spectrum, recorded for an {Iled1(13CH3),Leu(13CH3,


12CD3),
Val(13CH3,


12CD3)} U-[15N,D]-labeled sample of MSG, in which the
cross-peak intensities are directly related to the size of 3JCgN. A
corresponding plot of the methyl-TROSY data set for measur-
ing 3JCgCO is shown in Figure 4C ({Iled1(13CH3), Leu(13CH3,


12CD3),
Val(13CH3,


12CD3)} U-[15N,13C,D] sample). Both 3JCgN and 3JCgCO cou-
plings obey Karplus-type relationships that are related to c1


torsion angles providing i) stereospecific assignments and ii) c1


rotameric states of ordered Val side chains that can be used as
dihedral-angle restraints in structure calculations.[61] The infor-
mation from the measured couplings is complementary to that
obtained by using a fractional 13C-labeling technique devel-
oped by Neri et al. for stereospecific assignments of Leu,Val
methyl groups[62] that was also used in studies of MSG.[55]


The {Iled1(13CH3),Leu(13CH3,
12CD3),Val(13CH3,


12CD3)} U-[15N,D] la-
beling pattern described above in the context of the measure-
ment of 3JCgN couplings is also particularly useful for recording
multidimensional TROSY-based NOE data sets to generate
CH3�CH3 and HN�CH3 distances for structural studies (a per-
deuterated sample is preferred for HN�HN NOEs). Although
the inherent sensitivity of NOESY data sets recorded with Leu/
Val (13CH3,


12CD3) labeling is lower than when both methyls are
of the 13CH3 variety, significantly better resolution is obtained
in applications in which only one of the isopropyl methyls is
protonated, since a major contribution to relaxation is elimi-
nated by removal of the three adjacent protons.[34] In addition,
the removal of intraresidue NOE contacts significantly im-
proves the sensitivity of direct NOE correlations and simplifies
spectra. Equally important, the elimination of one-bond 1JCC


couplings, which would normally be present in fully 13C-labeled
proteins, obviates the need for constant time experiments that
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refocus these couplings at the expense of sensitivity and facili-
tates the use of potentially longer acquisition times to improve
resolution. Recently Konrat and co-workers have found that


this labeling scheme is also beneficial for applications involving
small proteins.[33]


Figure 5A, D and E show 2D planes from 4D NOE data sets
that form the primary source of distance information in the
case of structural studies of MSG.[22,63] In order to optimize
both sensitivity and resolution, TROSY versions of the experi-
ments were employed. Consider, for example, the methyl–
methyl NOE experiment that provided the majority of the
long-range distance constraints in studies of MSG (see below).
A methyl-TROSY experiment was developed that exploits the
relaxation properties of the long-lived coherences with data re-
corded by using a nonlinear sampling scheme.[63] In this ap-
proach, only approximately 30% of the data that would nor-
mally be obtained in a conventional data set is recorded, with
data sampling matched to the relaxation profile of the mag-
netization. In this manner, 4D spectra with excellent resolution
can be measured (Figure 5A, C (upper panel). The high resolu-
tion facilitates assignment of the NOE connectivity in Fig-
ure 5A to a Val119g2–Leu269d2 contact, despite the fact that
the correlation for Leu269d2 is in a crowded region of the
(high-resolution) 2D 1H,13C HMQC map (Figure 5C, bottom).
Constraints involving Val119 are particularly critical because
this residue is close to the acetyl-CoA-binding site,[21] and NOE
contacts to it (and Val118) are important in defining the central
(core) part of the enzyme. The resolution and sensitivity of this
4D data set was similar to the 3D (1H)-13C-13C-H HMQC–NOESY–
HMQC and 1H,13C HMQC–NOESY maps recorded on the same
sample (Figure 5B).


A total of 1531 (627 long-range, j i�j j>3) approximate dis-
tance restraints were assigned from 3D and 4D NOE data sets,
supplemented with 415 1HN�15N dipolar coupling restraints,
300 restraints derived from shifts in 13CO resonance positions
upon alignment[64] and 533 (f,y) dihedral-angle restraints
based on chemical shifts.[59,60] These restraints were incorporat-
ed step-wise in “ab initio” structure calculations.[22] Notably,
85% of the long-range contacts in MSG (j i�j j>3) were to
methyl groups; this emphasizes the important role of these
probes in the determination of global folds of high-molecular-
weight proteins.


Figure 6A compares ribbon backbone representations of the
glyoxylate-bound structure of MSG determined by X-ray meth-
ods[20] and the solution NMR-derived structure of the apo-form
of the enzyme.[22] It is quite clear that the overall structures are
very similar and that there are no changes in orientations of
the domains upon ligand binding, in contrast to what was pre-
dicted on the basis of studies of structurally and functionally
related proteins.[65,66] Figure 6B shows a superposition of the
ten lowest energy structures that were derived on the basis of
the NMR restraints with the average pair-wise root-mean-
squared difference in coordinates of backbone heavy atoms
from elements of regular secondary structure indicated (NMR
vs. X-ray). Each of the four domains is compared in Figure 6C–
F. Notably, the core domain that is comprised of a triose phos-
phate isomerase barrel motif[23] with eight parallel b-strands
surrounded by eight a-helices is the least well defined. Unlike
a-helices, which are well defined through a series of sequential
and i,i�3 amide–amide NOEs, there are far fewer amide con-


Figure 4. Stereospecific assignments of prochiral methyl carbons of Val side-
chains by using methyl-TROSY spectroscopy. A) The labeling scheme that
optimizes the methyl-TROSY effect.[53] Only one of the two methyls is 13CH3,
with the other 12CD3; B) Zero-quantum (ZQ) spin echo difference (SED) spec-
trum recorded on an Iled1-[13CH3] Leu,Val-[13CH3,


12CD3] U-[D,15N,12C]-labeled
MSG sample, 37 8C (D2O), to quantify 3JCgN coupling constants in Val side
chains.[55] The resonances that appear in the spectrum correspond to large
(usually 01.5 Hz) 3JCgN couplings. The correlations in the ZQ spectrum
appear at frequencies of (WC–WH) in the F1 dimension—here WC,H is the
offset from the C,H carrier—and are recast in terms of 13C ppm values;
C) Multiple-quantum (MQ) spectrum recorded on an {Iled1-[13CH3] Leu,Val-
[13CH3,


12CD3]} U-[D,15N,13C]-labeled MSG sample, H2O, for the measurement of
3JCgCO values in Val residues. The resonances that appear in the spectrum cor-
respond to 3JCgCO values larger than approximately 1 Hz. The peaks are la-
beled with the stereospecific assignments obtained from either the combi-
nation of measured 3JCgN and 3JCgCO couplings or the method of fractional
(10%) 13C labeling.[55,62]
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nectivities across parallel strands (that are short and twisted).
Indeed the labeling strategy that we employ eliminates inter-
strand NOEs between proximal Ha protons that are most often
used to define such elements of secondary structure in the
case of fully protonated samples.


MSG is the largest protein (by approximately a factor of two)
for which a global NMR fold has been reported. Although the
structure is clearly not of high resolution, three of the four do-
mains are within 2 R of the X-ray coordinates (two within
1.5 R), and the backbone global fold is within 4 R of that deter-
mined by crystallography.[22] Improvements can be envisioned
through the use of data-base approaches, for example.[67–69]


However, at the current level of resolution, the relative orienta-
tion of domains is well established, and the positions of the


active-site residues are reasonably well reproduced. Finally, it is
worth mentioning that the frequency of occurrence of Ile/Leu/
Val residues in MSG (22%) is essentially that observed in a
wide spectrum of proteins (21%), thus it is very likely that
global folds of a similar quality to that derived for MSG can be
obtained for many other proteins. Indeed, computations that
we[8] and others[70] have performed to establish the utility of
the approach using a number of different classes of proteins
(all a, all b, mixed a+b) suggest that this is indeed the case.
Montelione and co-workers advocate the generation of struc-
tures from sparse NOE data sets of the type described here as
a robust and effective approach for high-throughput analyses
of proteins much smaller than MSG.[70]


Figure 5. Representative planes from 4D and 3D NOE data sets recorded on samples of MSG: A) F1(
1H)–F2(


13C) plane from the 4D CH3�CH3 NOESY spectrum
showing correlations to Val119g2. The correlation involving Leu269d2 can be assigned in spite of the fact that its methyl 1H,13C chemical shifts place it in a
crowded region of the 2D HMQC 1H,13C correlation map (C, bottom: aliased peaks are in gray). B) top: a region of an F1(


13C)–F3(
1H) plane from the 3D HMQC-


NOESY-HMQC at an F2(
13C) frequency of the Val119g2 methyl (18.9 ppm) and bottom: a region of the F1(


1H)–F3(
1H) plane of the 3D HMQC-NOESY, F2(


13C) fre-
quency of 18.9 ppm. D) F3(


15N)–F4(
1HN) plane from the HN�HN 4D data set showing correlations to Lys206 HN. E) F3(


15N)–F4(
1HN) plane from the methyl-HN


4D matrix illustrating NOEs between Ile200d1 and proximal amide protons.
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Methyl Groups as Probes of Side-Chain
Dynamics in Proteins


Deuterium has long been incorporated into proteins to simpli-
fy the spectra of complex molecules and to improve spectral
resolution and sensitivity.[71–73] In these applications, the deuter-
on is a passive spin; its sole function is to replace protons that
have a 6.5-fold larger gyromagnetic ratio, thereby decreasing
the relaxation rates of the remaining NMR active spins. The
spin properties of the deuteron can be exploited in an active
sense as well because it is a wonderful probe of molecular dy-
namics.[74–77] This derives from the fact that the deuteron is a
spin 1 particle and therefore its relaxation and line-shape prop-
erties (in the solid state) are dominated by the well understood
(and local) quadrupolar interaction.[78] As a result, many appli-


cations involving studies of molecular dynamics in the solid
state have focused on 2H spin relaxation.[79,80] Over the past
decade, a series of experiments involving 2H spin relaxation as
a probe of molecular dynamics in proteins in the solution state
has been proposed,[12,81] and applications to relatively small
proteins have been forthcoming.[82–87] It would clearly be of in-
terest to extend such experiments to higher-molecular-weight
proteins. Here, as for smaller proteins, a combination of struc-
tural and dynamic studies is needed to properly characterize
the molecule. This requires the development of new pulse
schemes that take into account the relaxation properties of
the probe spin systems.


The initial 2H spin-relaxation experiments focused on methyl
groups, since such studies provide a picture of dynamics
within the hydrophobic core of a protein.[12] Uniformly 13C-la-


Figure 6. A) Ribbon diagrams of the structure of MSG. Left : X-ray (PDB code 1d8c[20]) ; right: the lowest-energy NMR structure (PDB code 1y8b[22]) calculated
on the basis of 1531 NOE, 1101 dihedral angle, 415 residual dipolar coupling, and 300 carbonyl-shift restraints. B) The X-ray structure of the glyoxylate-bound
form of MSG and the ten lowest energy NMR structures of apo-MSG calculated on the basis of experimental restraints. Backbone traces of the X-ray structure
(left) and NMR structures (right) are displayed and superimposed by aligning residues in elements of regular secondary structure. Individual domains of MSG:
C) a-clasp, D) a/b, E) core and F) C-terminal plug are displayed and superimposed by aligning residues in regular secondary structure. The r.m.s. deviations
between the NMR ensemble (10 structures) and the X-ray structure are indicated for heavy backbone atoms of regular secondary structure elements for the
entire molecule and for individual domains. Modified from Tugarinov et al.[22]
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beled proteins with approxi-
mately 50% random fractional
deuteration were prepared, and
the magnetization was transfer-
red from the methyl proton to
the deuteron via the intervening
carbon, according to 1H!13C!
2H(T)!13C(t1)!1H(t2), t1, and t2
are acquisition times (in these
experiments the 13CH2D iso-
topomer is selected). A series of
13C,1H correlation maps are ob-
tained as a function of T, with
the intensity of the correlations
related directly to the decay of
the deuteron during this interval.
These experiments make use of
HSQC transfers, and, in the case
of a 13CH2D spin system, it can
be shown that the carbon lines
that are “excited” during the
1H!13C INEPT transfer step
above are those that relax rapid-
ly (rates of Rf2,C, Figure 3B). As a
result, the transfer from 13C to 2H
is very inefficient in large pro-
teins, and a new scheme must
be developed that makes use of
the slowly relaxing transitions in
13CH2D spin systems. In this
regard, 13CH2D-TROSY-based re-
laxation schemes that are far
more sensitive than the original
HSQC sequences have recently
been proposed for cases in
which proteins with correlation
times in excess of approximately
25 ns are studied.[41] The sensitiv-
ity of the experiments can be
significantly further improved by
a labeling scheme in which only
methyl isotopomers of the
13CH2D variety (Figure 7A, left)
are incorporated into the protein so that the methyl of interest
has “100% occupancy”. In the case of Ile residues, precursor III
(Scheme 1) is used.


One of the strengths of the deuteron as a probe of motion
is that it is possible to measure the relaxation properties of
five unique coherences so that robust measures of dynamics
can be extracted.[81,88] Figure 7B shows a correlation between
the order parameters squared, S2


axis, defining the amplitude of
motion of the (one-bond) Cmethyl�C axis, measured from the
decay of in-phase (x axis) and antiphase (y axis) 2H transverse
coherences in Ile 13CH2D methyl groups of MSG. The excellent
agreement between the two measures is readily apparent. For
applications involving large proteins, it is also possible to mea-
sure dynamics by using 13CHD2 isotopomers (Figure 7A, right),


and theory predicts that the rates of transverse relaxation of
the deuteron(s) in 13CH2D and 13CHD2 methyls should be very
similar.[41] Figure 7C, D shows that this is indeed the case.
Values of S2


axis extracted from studies of 13CH2D (x axis) and
13CHD2 groups (y axis; Figure 7E) are highly correlated.[41] The
small offset of approximately 0.03 in S2


axis between the two
probes likely reflects errors in estimation of the overall molecu-
lar tumbling times in the two separate samples that is needed
for the calculation of order parameters.


Concluding Remarks


In this review, we have briefly highlighted a number of applica-
tions of methyl groups as probes of molecular structure and


Figure 7. A) Ball-and-stick representation of 13CH2D- and 13CHD2-labeled methyl groups illustrating the labeling
schemes that are used in the study of methyl dynamics via 2H spin relaxation; B) Correlation of S2


axis values derived
from relaxation measurements of 2H in-phase and antiphase transverse magnetization; C) Typical relaxation decay
curves obtained for several Iled1 sites of MSG based on 2H relaxation measurements with 13CH2D (black) and
13CHD2 (red) methyls; D) a linear correlation plot of relaxation rates measured on samples with 13CHD2 and 13CH2D
methyls, R(13CHD2) (y axis) versus RQ(in-phase,13CH2D) (x axis), respectively; E) R(13CHD2)-derived S2


axis (y axis) versus
RQ(in-phase,13CH2D)-derived S2


axis (x axis). Best-fit parameters obtained from linear regression are indicated along
with Pearson’s correlation coefficients, R.
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dynamics in the 82 kDa enzyme malate synthase G. Central to
this work has been the development of NMR experiments that
exploit the isotope-labeling schemes that produce highly deu-
terated, methyl protonated proteins and the fact that samples
with different methyl labeling patterns (13CH3,


13CD3,
13CHD2,


13CH2D) can be prepared quantitatively for a variety of applica-
tions. The large number of sample permutations that is now
possible can make it confusing for the nonexpert to know
what type of labeling scheme to use and, indeed, the optimal
approach for one system might not be suitable for another.
Nevertheless, it is worth summarizing what we feel are the
most useful samples for both structural and dynamic studies at
least for the case of MSG. Assignments of backbone nuclei
(and 13Cb carbons) as well as Ile(d1), Leu, and Val methyl
groups can be accomplished by using an {Iled1-
(13CH3),Leu(13CH3,


12CD3),Val(13CH3,
12CD3)} U-[15N,13C,D] sample in


H2O
[89] that can also be used for the measurement of 3JCgCO


couplings[55] and HN�CH3, HN�HN NOEs[22] (although we prefer
a perdeuterated sample for obtaining amide–amide distance
restraints). A second sample in D2O with the methyl labeling
scheme as above but in which all other carbon positions are
12C ({Iled1(13CH3),Leu(13CH3,


12CD3),Val(13CH3,
12CD3)} U-[15N,12C,D])


facilitates optimal measurement of 3JCgN couplings[55] as well as
CH3�CH3 NOEs.[22,63] The latter sample can also be used for
studies of methyl dynamics on the ms timescale,[90] while stud-
ies of ps–ns timescale motions at methyl positions by using 2H
spin relaxation are performed on samples with either 13CH2D
or 13CHD2 methyls.[41] The interested reader is referred to the
original literature cited above for a detailed breakdown of
measurement time for each experiment. The results summar-
ized in this review on MSG establish that quantitative informa-
tion of the sort that has normally been generated only in NMR
studies of small-to-moderately sized proteins can also be ob-
tained, at least in some cases, in applications involving mole-
cules in the 100 kDa molecular weight range.
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Extending the Size of Protein–RNA Complexes
Studied by Nuclear Magnetic Resonance
Spectroscopy
Cameron D. Mackereth, Bernd Simon, and Michael Sattler*[a]


1. Introduction


Increasing evidence supports a model of cellular biochemistry
in which most proteins exert their biological role through
either transient or relatively stable multicomponent macromo-
lecular complexes.[1] The key to understanding the functions of
these complexes lies in their structural investigation by a varie-
ty of biophysical methods. For very large systems, cryoelectron
microscopy can provide images of the overall shape of the bio-
molecules, and X-ray crystallographic methods can access the
molecular details of multiprotein assemblies. However, the
crystallization process is restricted to systems that are scarce in
unstructured elements or structural heterogeneity, in contrast
to the situation frequently found in the components of signal
transduction pathways and transcriptional regulation, among
others. Nuclear magnetic resonance spectroscopy is ideally
suited to study these latter complexes, but only in recent years
have techniques been developed to overcome the size limita-
tion. The use of specific isotope-labeling strategies enables
both a simplification of the NMR spectra and reduction in the
detrimental relaxation effects that lead to signal degradation
in large, slowly tumbling molecules. In addition, applications of
orientational restraints from residual dipolar couplings (RDCs)
and further developments in utilizing structural restraints de-
rived from spin labels provide novel and powerful data for
NMR studies of high-molecular-weight proteins and com-
plexes.


Here, we discuss the emerging potential of NMR to probe
the structure and dynamics of increasingly large complexes,
especially when structural information is available for smaller
regions of such complexes. In particular, aspects of sample
production and NMR techniques will discussed. A strategy for
quaternary-structure determination based on structures of sub-
domains, RDCs, and distance restraints is outlined.


1.1. Overall approach


Numerous advances in both sample preparation and spectro-
scopic techniques have increased the accessibility of systems
that include both proteins and nucleic acids. The standard
NMR approach whereby a suite of assignment experiments is
followed by structural-restraint measurement (usually in the
form of NOE values) is good for complexes involving a single
RNA-binding domain with a short RNA oligonucleotide (MW<


20 kDa, reviewed in refs. [2, 3]). With larger systems, a signifi-


cant decrease in the signal-to-noise ratio as well as an increase
in spectral crowding dictates a different approach.


Most eukaryotic proteins are composed of a series of modu-
lar domains that are usually connected by flexible linker pep-
tides. These domains can be expressed in isolation, and their
atomic resolution structures are either already available or are
accessible to standard applications of NMR spectroscopy and
X-ray crystallography. A growing role for NMR spectroscopy is
to combine these separate structural units by using selective
labeling of single components. For this purpose, information
about the domain orientations can be derived from residual di-
polar coupling, while short- and long-range distance restraints
are derived from chemical-shift perturbation, NOE measure-
ments and paramagnetic relaxation enhancement (PRE). Com-
bination of such data might provide an efficient way for deriv-
ing a high-resolution model of the multicomponent protein–
RNA complex. Applications and a general strategy are dis-
cussed in the following with the example of 3’-splice-site rec-
ognition during spliceosome assembly.


1.2. Components of the 3’-splice-site-recognition complex


One of the early events in the recognition of introns prior to
mammalian pre-mRNA splicing is the formation of complex E,
an assembly of both protein and RNA components that en-
sures fidelity of the 5’ and 3’ intron sites.[4] Three proteins
within the complex, SF1, U2AF65, and U2AF35, bind to the
intron branch-point sequence, polypyrimidine tract, and the 3’-
splice-site AG dinucleotide, respectively (Figure 1). Individual
structures have already been calculated for the KH-QUA2
domain of SF1 bound to the consensus branch-point se-
quence,[5] the isolated first and second RRMs (RNA recognition
motifs) from U2AF65,[6] the third RRM from U2AF65 bound to
an N-terminal peptide of SF1,[7] and the RRM of U2AF35 bound
to an N-terminal peptide from U2AF65 (Figure 1).[8] Some evi-
dence indicates a specific quaternary arrangement within com-
plex E,[9] and further elucidation of the domain arrangement in
this complex will be important for our understanding of the
definition of the 3’-splice site. The results will provide a struc-
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tural basis for how this modular complex invokes cooperative
binding of relatively weak binary protein–RNA and protein–
protein interactions to achieve specific and high-affinity 3’-
splice recognition, but at the same time allows for disassembly
of this intermediate complex in order to proceed with spliceo-
some assembly. For NMR studies of the assembly of SF1, U2AF
and the intron RNA, different subcomplexes are studied initial-
ly. Here, we discuss one of these complexes, which involves
the relevant regions of SF1, U2AF65, and a cognate intron RNA
corresponding to a 74 kDa assembly.


2. Sample Preparation


The first consideration with the study of any large complex by
NMR is the production of protein or nucleic acids in the quan-
tity required for a favorable signal-to-noise ratio. Also impor-
tant is the incorporation of suitable isotopic labels for multidi-
mensional spectroscopic techniques and spectral simplification.
The uniform as well as selective incorporation of 13C and 15N
atoms into proteins has been utilized for over a decade,[10,11]


and many standard procedures are in place for its use with
bacterial expression, cell-free protein synthesis,[12] and addition-
al expression hosts.[13]


2.1. Subunit-selective labeling


For NMR studies of multimeric complexes, subunit-selective la-
beling is advantageous in order to reduce spectral complexity.
Note, however, that this requires the possibility of reconstitut-
ing the complex in vitro. For example, subunit-selective label-
ing and the presence of symmetric oligomers were crucial for
the NMR study of GroEL–GroES complexes.[14] For our study of


the SF1-U2AF65-RNA complex,
two types of samples were
prepared: one comprising
2H,13C,15N-labeled U2AF65/unla-
beled SF1 and RNA, and anoth-
er comprising 2H,13C,15N-labeled
SF1 bound to unlabeled
U2AF65 and RNA. Different
deuteration schemes may be re-
quired for the 2H,13C,15N-labeled
protein component. In addition,
depending on the size and type
of the molecular interfaces, 2H-
labeling of the binding partners
may be recommended, even
though we have not found this
to be important in the present
study.


2.2. Deuterium-labeling strat-
egies


Significant progress has been
made in labeling strategies to
aid in the study of large pro-


teins and protein complexes.[15] Improvements in line-width
and sensitivity can be achieved through the replacement of
side-chain protons with deuterium, with a resulting decrease
in transverse relaxation.[16, 17] A further improvement in resolu-
tion couples deuteration with the use of transverse relaxation-
optimized spectroscopy (TROSY)[18] for molecules with de-
creased molecular tumbling, for example, with systems in
excess of 25–30 kDa molecular weight.[19] Since both the
U2AF65 construct of three RRM domains (36 kDa) and the N-
terminal fragment of SF1 (30 kDa) already exceed this limit,
deuteration was employed.


Simple protocols for deuterium incorporation utilize random
fractional labeling of protein side chains through the growth
of bacterial expression hosts in media made with various
amounts of 2H2O (typically from 50% to 100% by volume).[17]


Maximal reduction in relaxation requires that the expression
host is grown in 100% 2H2O medium with 2H-glucose as the
carbon source. Since no aliphatic or aromatic protons remain,
however, information derived from side-chain proton resonan-
ces is lost. A good compromise between favorable relaxation
and retention of enough side-chain protonation for assign-
ment and structural experiments utilizes protein expression in
70% 2H2O.


[20] This effects an average of 50–60% fractional 2H-
labeling, interestingly with a higher than average deuteration
level for Ca carbons and a lower level for methyl groups.[17,21]


This procedure is significantly cheaper than complete deutera-
tion and does not require stepwise adaptation of the bacteria
to the increased 2H2O content, which can sometimes lead to
slow cell growth, early stationary phase, or premature death of
the culture. In the present study of the U2AF65/SF1/RNA com-
plex, 100% 2H labeling was found to be crucial (Figure 2). For
the preparation of such a sample, the growth of cells in com-


Figure 1. Diagram of the 3’-splice-site-recognition complex detailing the individual domains found within SF1 and
the U2AF heterodimer. Also shown are the previously solved structures that are used in the calculation of the ter-
nary complex, accompanied by PDB accession codes. BPS, branch point sequence; Pro, proline-rich; Py-tract, poly-
pyrimidine tract ; RRM, RNA recognition motif ; RS, arginine/serine-rich; Zn, zinc knuckle.
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mercially available rich 2H medium, or in minimal recipes[22]


containing a 5% supplement of the rich medium, also circum-
vented the need for adapted growth and produced protein
yields comparable to protonated media.


An extremely useful but relatively expensive deuteration
scheme involves the use of 100% 2H2O medium supplemented
with specifically labeled a-ketoisovalerate and a-ketobutyrate
biosynthetic precursors.[15,23] This achieves 1H,13C-methyl label-
ing in an otherwise 2H,13C,15N-labeled background. The reten-
tion of some key methyl protons is important for helping to
define the packing of the hydrophobic core of the protein
through methyl NOE-derived distance restraints. The methyl
groups can also be used to monitor chemical-shift perturba-


tion upon ligand binding,[24] for example, as observed for
methyl groups in 1H-methyl(I/L/V)-2H,13C,15N-labeled U2AF65
upon addition of SF1 (Figure 3).


Although not used in our study of the 3’-splice-site-recogni-
tion complex, other methods have been used to incorporate
deuteration into site-specific regions of proteins. Perhaps the
most controllable method for very precise labeling schemes
relies on the use of cell-free synthesis,[12] since any amino acid
labeling scheme can be incorporated without the risk of iso-
tope scrambling as occurs during bacterial expression. In addi-
tion, segmental isotopic labeling holds great promise for the
study of large macromolecular systems, since defined regions
within a protein can be differentially labeled, for example by


Figure 2. Comparison of 1H,15N-TROSY-HSQC spectra of 70% (left) versus 100% (right) deuteration of U2AF65(148–475) when bound to unlabeled SF1(1–260)
and RNA.


Figure 3. Example A) H(CC)(CO)NH-TOCSY and B) (H)CC(CO)NH-TOCSY assignment spectra for the 1H-methyl(I/L/V)-2H,13C,15N-labeled sample of U2AF65(148–
475). C) 1H,13C-CT-HSQC showing that only the Ile, Leu, and Val methyl groups are 1H-labeled. A close-up view of the Ile d1 methyl region includes chemical-
shift annotation (black), and the perturbation of I398, I415, I417, and I432 resonances (all found within RRM3) that occur upon binding of unlabeled SF1(1–
260) (red).
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using 2H, 13C, and 15N nuclei for a single domain within a multi-
domain protein.[25]


2.3. Preparation of RNA


The production of RNA samples for NMR spectroscopic studies
is usually performed by chemical synthesis or by in vitro tran-
scription.[2] For short unlabeled oligoribonucleotides (=30 nt),
phosphoramidite synthesis is feasible and cost-effective. The
advantage of a synthetic approach is the ease with which
modified nucleotides can be incorporated at any place in the
RNA sequence, including the 4-thiouracil required for spin
label studies (see Section 4.2.4). In the present example, an un-
labeled synthetic RNA has been used. The chemical-shift as-
signments of the branch-point sequence in this RNA are avail-
able from the previous study of the SF1/RNA complex.[5] How-
ever, to extend chemical-shift assignments of the RNA in the
larger complex, isotope labeling is required. The production of
uniformly or nucleotide-selective isotopically labeled RNA relies
on in vitro transcription with purified RNA polymerase with
either plasmid or single-stranded DNA templates. Incorporation
of 2H, 13C, or 15N-labeled nucleotides is straightforward,[26,27]


and both the production of these 13C/15N-NTPs from bacteria
grown on labeled media and the recycling of unreacted nu-
cleotides can be used to reduce costs.[26,28] The use of ribo-
zymes in combination with in vitro transcription[29] can help to
reduce the current disadvantages in enzymatic preparation of
RNA, namely heterogeneity in the size of the final RNA product
and difficulty in removing these contaminating oligos, which
differ by only a few nucleotides. Finally, segmental labeling is
also possible with RNA, and proceeds by preparation of smaller
nucleotides that can be modified (for example at the 3’ posi-
tion) and then joined by using T4 ligase.[30]


3. Chemical shift assignment


For the chemical-shift assignments of the domains or subunits
of a complex, standard methods can be employed.[31] For
larger proteins, specifically designed NMR experiments are
used that take advantage of the TROSY technique and the
presence of side-chain perdeuteration.[32] For 1H,13C-methyl-se-
lectively labeled samples in an otherwise perdeuterated con-
text, a number of experiments are available for the assignment
of methyl 1H and 13C chemical shifts through COSY-based, mul-
tiple quantum TOCSY and methyl-detected pulse sequences.[32]


In the case of 1H-methyl(I/L/V)-2H,13C,15N-labeled U2AF65(148–
475) HCC(CO)NH-TOCSY experiments were sufficient to assign
the free-protein methyl resonances (Figure 3). An alternative
way for spectral simplification relies on amino acid-selective
labeling, for example, to reduce spectral overlap in 1H,15N cor-
relation spectra.[11, 33]


The assignment of RNA resonances can be achieved with a
13C,15N-labeled oligonucleotide and experiments that correlate
atoms within the base, sugar, and phosphodiester backbone.[34]


When combined with the use of fractional and/or site-specific
2H labeling,[26,27] this procedure is typically applicable to RNA,
or protein-bound RNA molecules within moderate-sized com-


plexes (<25 kDa). For larger complexes, complete assignment
of the bound RNA is expected to be hampered by signal over-
lap in addition to a poor signal-to-noise ratio resulting from
large line widths. In this respect, the use of segmental RNA
labeling has proven useful in a study of the 100 kDa internal
ribosome entry site, in which individual building blocks have
been studied by using standard methods, while assignments
of the 100 kDa RNA were confirmed by using a 15N-segmental-
ly labeled RNA.[35] An alternative approach was taken for the
NMR study of a 101 nucleotide viral RNA, in which nucleotide
selective labeling was used to reduce signal overlap.[36]


4. Structure Calculation of Multimeric Protein–
RNA Complexes


Traditional NMR structure-calculation methods rely on the
measurement of a large number of proton–proton distances,
which become more tedious to determine with the increasing
size of the molecules.[3] Although it has been shown that these
structure-determination methods can be adapted to very large
molecular weight systems in favorable cases,[32] such studies re-
quire a substantial amount of work that cannot easily be auto-
mated. Moreover, in the case of complexes, often only very
limited information can be derived from intermolecular NOEs
because the interface between the molecules in a complex is
not necessarily as rigid and well defined as the core of a pro-
tein. It is therefore advisable to employ a strategy that utilizes
available structural information for smaller domains and/or
subunits of a larger complex. For example, the structure deter-
mination of the 38 kDa ternary U1A protein–PIE RNA complex
was greatly enhanced by the previous structural analysis of a
bimolecular complex of about half the size.[37]


In a general approach, available structures of subdomains
should be combined with orientational restraints derived from
residual dipolar couplings and with distance restraints to
define the molecular interfaces. It is important that these ex-
perimental restraints can be obtained for high-molecular-
weight assemblies, for which signal-to-noise ratio and spectral
crowding have to be considered. The available structures of
subdomains serve as building blocks and are used to define
the quaternary structure of the higher-order complex based on
distance and orientational restraints.


4.1. Structure determination of individual domains and RNA
segments


We have chosen to start with the previously defined structures
of isolated domains from SF1 and U2AF65 (Figure 1). In gener-
al, even if a structure is not yet available for the protein stud-
ied, the growing number of available structures from large-
scale proteomics initiatives continually raises the probability of
finding a close homologue of the desired protein or domain in
public depositories such as the Protein Data Bank (http://
www.rcsb.org/pdb). Modeling programs such as SWISS-MODEL
(http://swissmodel.expasy.org)[38] or MODELLER[39] can then be
used to generate adequate starting points for the calculation
of the complex, especially when accompanied by NOE or RDC
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data to improve the accuracy of the model (see below).
When using this approach, it is important to evaluate
whether the available subunit structures experience signifi-
cant changes in conformation upon binding. For the three
RRMs in U2AF65, the acquisition of simple 1H,15N-TROSY
spectra confirm that the domains are structurally indepen-
dent, and that the addition of SF1 affects only the third
RRM as previously described (Figure 4).[7]


4.2. Characterization of binding interfaces by NMR


Various methods are available for the characterization of
binding interfaces by NMR.[40] These methods are also ap-
plicable to identify and characterize interactions between
domains or subunits in a larger multimeric complex and
can be used to derive distance restraints defining the qua-
ternary arrangement.


4.2.1. Chemical-shift perturbation : The simplest and best-
established way for determining molecular interfaces is to
monitor chemical-shift perturbation, that is, with 1H,15N, or
1H,13C correlation experiments recorded on the isotopically
labeled protein or RNA before and after addition of an un-
labeled binding partner.[41] Resonances that display chemi-
cal-shift perturbation or residue-specific line broadening[42]


indicate contact sites on the protein surface. Although
simple to acquire, this approach cannot always distinguish
between regions of the protein affected by direct contact
with the substrate versus additional changes in conforma-
tion in a region distal from the association.


4.2.2. Saturation transfer and solvent accessibility : Saturation
transfer from a bound protein[43] or RNA[44] to an isotopical-
ly labeled ligand is observed through direct and short-
range effects (<6 M) within the binding interface and thus
can complement and validate chemical-shift-perturbation
data. However, a distinct subunit-specific isotope labeling
scheme is required. NMR spectroscopy can also detect
changes in the solvent accessibility of backbone atoms
before and after the addition of the substrate, thus provid-
ing another method to directly detect the surface in con-
tact with the added ligand(s).[45,46] In a related approach,
water-soluble paramagnetic relaxation agents can be
added to the protein sample, thereby causing increased re-
laxation of accessible atoms. Binding of the added ligand
will protect the buried association surface from this in-
duced relaxation and thus reveal residues involved in sub-
strate contact.[47,48] An alternative method utilizes changes
in the hydrogen/deuterium exchange rate upon ligand
binding.[49]


4.2.3. Intermolecular NOEs : If complete chemical shift as-
signments are available for all binding partners, the collec-
tion of NOE-derived distances allows a precise structure de-
termination of the molecular interface. This approach can
provide a sufficient amount of structural restraints, but is
also the most time-consuming. Edited-filtered experiments
can be employed to identify intermolecular NOEs direct-


Figure 4. Superposition of 1H,15N-TROSY spectra from 2H,15N-U2AF65(148–475) in
the absence (black) and presence (red) of unlabeled SF1(1–260). A) Signals corre-
sponding to residues in U2AF65 RRM3 display significant line-broadening within
the heterodimer, with peaks often below the level of detection. B) Superimposi-
tion of the spectrum of isolated RRM3 (blue) with the spectrum in A) confirms
that the line-broadened peaks derive from RRM3. C) In contrast, cross peaks from
RRM1 and RRM2 display no significant perturbation, as seen upon superposition
of the spectrum from A) with that of an isolated U2AF65 RRM1-RRM2 construct
(blue). These results confirm the independent behavior of the RRMs within
U2AF65, and validate our approach of reconstituting the structure of the com-
plex from individually characterized components.
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ly.[31,50, 51] This speeds up data analysis, however, with a con-
comitant loss in the signal-to-noise ratio. Furthermore, depend-
ing on the strength and type of the molecular interaction, only
few intermolecular NOEs might be obtainable.[52]


4.2.4. Paramagnetic-relaxation enhancement (PRE) from spin
labels : To supplement information about the molecular inter-
face, and especially to obtain long-range distance restraints,
the site-specific addition of spin labels can be used. Typically,
the spin label is a small paramagnetic molecule with a stabi-
lized electron radical, which is covalently attached to protein
cysteinyl groups or ribonucleotide 4-thiouracil bases.[53,54] The
presence of a paramagnetic center enhances the relaxation of
nuclei within a 25 M radius. This leads to distance-dependent
line-broadening and thus can provide long-range distance re-
straints.[53] In this regard, spin labeling offers an attractive alter-
native to the measurement of NOEs, which rapidly decrease
with increasing distance and are normally not observable
beyond 5–6 M. Typically, signal intensities in the paramagneti-
cally bleached spectrum are compared to a reference spectrum
recorded after reduction of the spin label by using ascorbic
acid or sodium hydrosulfite.


For proteins, a paramagnetic nitroxide molecule is coupled
to a target protein with only a single defined accessible cys-
teine. This requires mutation of other cysteine residues in the
protein—typically to alanine or serine—and/or incorporation
of novel cysteines in the sequence if none are conveniently
present. Alternatively, metal chelating tags can be attached
and bound to paramagnetic metal ions. In this case, additional
structural information can be obtained from pseudocontact
shifts and residual dipolar couplings from magnetic align-
ment.[55–57]


For the study of large protein–RNA complexes, spin-labeling
of the RNA component in several locations along the RNA se-
quence might generate enough distance restraints to suffi-
ciently define the location of the protein and RNA compo-
nents. A useful spin label for RNA couples 3-(2-iodoacetamido-
proxyl) to a 4-thiouridine base,[54] which does not appear to
disturb the base-stacking pattern in double-stranded RNA.[58]


The location of the spin label and its proximity to the molecu-
lar interface is a critical consideration when using this tech-
nique, since the incorporation of the bulky covalent paramag-
netic ligand should not perturb the binding interface, but still
achieve useful PRE.[54] Moreover, the spin label must not be
placed in mobile structural elements, since this might cause
ambiguous results.[52]


4.3. Structure calculations


Based on the knowledge about binding interfaces between
subunits and the structures of these subunits, a general strat-
egy for structure calculation of protein complexes and/or mul-
tidomain proteins can be devised. This involves a combination
of orientational restraints from residual dipolar couplings
(RDCs) to define the relative domain orientation and distance
restraints that connect the available substructures. It is advan-
tageous and desirable to rely on previously determined struc-


tures of the constituent subdomains or binding partners. RDCs
provide efficient orientational restraints for refinement of the
initial structures (or homology models) of subdomains and to
define their relative orientations.[59,60] The incorporation of ori-
entational restraints from RDCs has been shown to improve
the structure determination of protein–RNA complexes.[3, 61]


Most previous approaches have employed rigid-body dock-
ing of available subdomain structures by using RDC and dis-
tance restraints.[62–66] This is applicable when the RDCs mea-
sured in the complex can be fitted accurately to the available
subdomain structures. However, more generally, a refinement
of the initial subdomain structures will be required to consider
slight conformational differences and possibly induced-fit bind-
ing of the components involved, which is especially important
to consider in studies of protein–RNA complexes. The local re-
finement is crucial in order to obtain an accurate relative orien-
tation of the individual structural elements.[67] We have devel-
oped a robust and efficient protocol that provides local refine-
ment of the available input structures against the RDC data
prior to determination of the relative domain orientations
(Simon et al. unpublished results). Without such a local refine-
ment, the accuracy of the resulting structures and especially of
the domain orientation is compromised.


Distance information is required to complement the orienta-
tional information contained in RDCs and to resolve the result-
ing ambiguities. Distance restraints are either obtained from
NMR experiments to monitor binding interfaces such as chemi-
cal-shift perturbation, saturation transfer, or PRE (see Sec-
tion 4.2), but can also be derived from biochemical data (i.e.
from mutational analysis). In practice, such data are imple-
mented as ambiguous interaction restraints (AIRs).[65,68] More
stringent distance restraints can be derived from the measure-
ment of paramagnetic relaxation enhancements.[53] A few well-
chosen spin labels can thus provide sufficient distance infor-
mation to complement RDC-based orientation restraints for
the determination of a complex structure.


5. Future Outlook


Recent advances in isotope-labeling strategies, NMR experi-
ments, hardware, and computational methods allow the use of
NMR to study larger protein complexes. While the specific
methods and experimental strategies employed are still being
improved, a number of examples have already demonstrated
the utility of NMR for the structural analysis of such high-mo-
lecular-weight complexes. With the available methods, NMR
can be employed to define the quaternary structure of macro-
molecular assemblies. Furthermore, conformational dynamics
and ligand interactions can be monitored in solution, for exam-
ple, in the context of rational drug design targeting com-
plexes.


It is foreseeable that a multidisciplinary approach is viable
for structural studies of large macromolecules. For example,
the utility of combining RDC-based restraints with data derived
from small-angle X-ray scattering has been demonstrated.[69]


Thus, advances in structural biology methods and their com-
bined and complementary use provide powerful tools for the
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structural analysis of large multimeric complexes, which are
difficult to tackle by either method alone.
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Probing the Binding Entropy of Ligand–Protein
Interactions by NMR
Steve W. Homans*[a]


Biomolecular Interactions


The draft human genome sequence has revealed about
30 000–40 000 protein-coding genes in the human genome[1]—
roughly twice as many as in a fly. Thus, it follows that the com-
plexity of higher organisms lies in part in the interactions be-
tween gene products. Despite their fundamental importance,
it is perhaps therefore surprising that our knowledge of the
driving forces that govern biomolecular interactions is very ru-
dimentary. For example, our ability to predict protein folds
from sequence (an intramolecular-recognition problem) is cur-
rently a distant dream, as is our ability to design novel lead-
drug candidates from high-resolution structures of target bio-
molecules.


Thermodynamic Principles


The affinity of one biomolecule for another can be defined by
application of the basic principles of chemical thermodynam-
ics. In particular, the association constant (Ka) for complexation
is defined by :


DG o ¼ �RT lnKa ð1Þ


DG 8 is the standard free energy change for the association
(not to be confused with DG which is zero at equilibrium), R is
the gas constant and T is the absolute temperature. The stan-
dard free energy change is in turn comprised of the standard
enthalpy change DH 8 and standard entropy change DS 8 for
the association.


DG o ¼ DH o�TDS o ð2Þ


For the purposes of this discussion, the enthalpy can loosely
be thought of as the “structural” component of the association
and the entropy can be thought of as the “dynamic” compo-
nent. Equation (2) reflects a balance between the tendency of
the system to minimise its energy during association and to
maximise its entropy. It follows that a full understanding of
molecular interactions requires a complete knowledge of both
the enthalpies and entropies of the species before and after
association.


This minireview concerns the contribution of NMR-relaxation
measurements to the derivation of the entropic component of
the free energy of binding. Important recent developments
(vide infra) permit the measurement of binding entropies on a
per-residue basis—data that are unavailable through any other
experimental approach. In what follows, we focus on binding
thermodynamics rather than NMR relaxation measurements


per se. The theory of the latter is adequately covered in several
excellent recent reviews.[2–11]


Thermodynamics of Ligand–Protein
Association in Solution


The derivation of enthalpies and entropies for interacting spe-
cies is a formidable task. This is especially true for the entropy,
which depends on all degrees of freedom of the system. How-
ever, our understanding is further frustrated by the presence
of solvent water in all biomolecular interactions. Since the ther-
modynamics of binding depends upon all interacting partners,
the solvent contribution cannot simply be ignored.[12] Indeed,
there is evidence that solvation (or desolvation) might be the
dominant driving force in certain systems.


Since DG is a state function, a binding event can conceptu-
ally be represented in terms of a conventional Born–Haber
cycle (Scheme 1).[12] In this cycle, DG


o


i represents the “intrinsic”


standard free energy of binding of the solutes, DG
o


b represents
the “observed” standard free energy of binding in solution,
and DG


o


su and DG
o


sb represent the standard free energies of sol-
vation of uncomplexed and complexed solutes, respectively.
Equivalent cycles can be drawn for the enthalpy and entropy


[a] Prof. S. W. Homans
School of Biochemistry and Microbiology, University of Leeds
Leeds LS2 9JT (UK)
Fax: (+44)113-343-3167
E-mail : s.w.homans@leeds.ac.uk


Scheme 1. Born–Haber cycle for the association between protein (P) and
ligand (Lg) showing the relationship between the observed free energy of
binding DGb, the solute–solute free energy of binding DGi and the solvation
free energies of the unbound (DGsu) and bound (DGSb) species.
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of association since these are also state functions. From
Scheme 1 it is clear that :


DG
o


b ¼ DG
o


i þ ðDG
o


sb�DG
o


suÞ ð3Þ


In other words, the observed standard free energy of binding
comprises the “intrinsic” standard free energy of binding be-
tween solutes plus the difference in solvation free energies of
the bound and free species.


Importance of “Per-Residue” Thermodynamics


The advent of sensitive isothermal titration calorimetry (ITC)[13]


has enabled the accurate determination of DG
o


b, DH
o


b and DS
o


b


for biomolecular complexes in aqueous solution. However, this
technique measures the global thermodynamics of binding in-
cluding solvation effects, as defined in Equation (3). In many
cases it is therefore practically impossible to delineate the fac-
tors responsible for the association process. As a simple exam-
ple, we refer to data obtained in my own laboratory concern-
ing the binding of a panel of pyrazine-derived ligands
(Scheme 2) to the mouse major urinary protein (MUP), a pro-


miscuous binder of small hydrophobic molecules (Table 1).
Apart from the fact that the affinities of these four ligands in-
crease in the order that one might anticipate based on hydro-


phobicity, the global thermodynamic data do not shed light
on the magnitudes of the affinities. In particular, the nature of
the forces governing affinity are particularly obscure from DH


o


b


and TDS
o


b values for each ligand. Intuitively, one would expect
the interaction of these pyrazine ligands with MUP, which has
an extremely hydrophobic binding site, to be entropy driven
through the classical hydrophobic effect—yet it is clear from
Table 1 that association is enthalpy driven in each case. Clearly,
it is necessary to probe the interaction in atomic detail in
order to appreciate the dominant factors governing affinity.


Per-residue Thermodynamics from NMR
Relaxation Measurements


In the last decade, a number of important papers appeared in
which an attempt was made to correlate protein dynamics
with binding thermodynamics by using a variety of NMR relax-
ation techniques.[14–23] These studies are potentially of great
value since in principle it is possible to obtain per-residue ther-
modynamic parameters by measurement of relaxation data at
individual sites.


Pioneering work of Akke et al.[14] showed how it is possible
to derive free energies of binding from differences in the
square of the NMR-derived generalised order parameter S2[24]


determined from backbone-15N relaxation data for calbindin in
the “apo”, half-saturated [(Cd2+)1] and fully saturated [(Ca2+)2]
states. The dominant contribution to the free energy of bind-
ing was found to originate from the first binding event, with
DGb ranging from �13.2�3.5 to �11.6�3.2 kJ mol�1 depend-
ing on the residue for which S2 was measured. The authors in-
terpreted this result as the free-energy cost of stiffening the
backbone of the protein. As mentioned above, it would be of
enormous benefit to decompose the per-residue free energies
of binding thus obtained into the corresponding entropic and
enthalpic components. In an important step towards this goal,
Li et al.[25] used a simple model (a one-dimensional vibrator) to
illustrate the relationship between dynamics measured by
NMR relaxation methods and the local residual entropy of pro-
teins. They concluded that dynamics of methyl-containing side
chains correspond to a significant entropic contribution to the
free energy of ubiquitin of approximately 40 kcal mol�1 at
300 K. Subsequently, Yang, Kay et al.[15, 26] examined the relation
between the order parameter and conformational entropy
from ns–ps bond-vector dynamics considering a number of
simple models describing bond-vector motion. Although it
was not possible to derive equations relating the order param-
eter to conformational entropy for the majority of models con-
sidered, an approximate relation was found to describe order
parameters versus entropy profiles extremely well :


Sp=k ¼ A þ lnp½3�ð1 þ 8SÞ1=2� ð4Þ


in which A is a model-dependent constant.
The above studies suggest that measurement of both DGb


and TDSb for a biomolecular association is possible through
measurement of order parameters from relaxation measure-
ments on species before and after association, from which DHb


can be determined from Equation (2). Unfortunately, however,
as discussed by Yang and Kay,[15] while the conformational en-
tropy change between states derived from this approach does
not depend upon differences in ground-state energies, this is
not the case in the calculation of free-energy changes. Since
ground-state energies of the two states are in general unavail-
able, NMR relaxation measurements are only able to offer reli-
able insight into the entropy of binding. Nonetheless, this is a
major step forward since entropy is notoriously difficult to
quantify by other means.


Scheme 2. Four pyrazine derivatives whose thermodynamics of binding to
MUP are given in Table 1.


Table 1. ITC-derived thermodynamic parameters for binding of the four
pyrazine derivatives illustrated in Scheme 2 to mouse MUP.


Ligand DG 8
[kJ mol�1]


DH 8
[kJ mol�1]


DS 8
[kJ mol�1 K�1]


Kd


[mm]
Stoichiometry


1 �23.9 �42.0 �18.1 67 0.98
2 �26.3 �35.3 �9.0 25 0.95
3 �33.9 �44.5 �10.7 1.8 0.97
4 �38.5 �47.9 �9.4 0.3 1.01
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Measurement of Per-Residue Entropies


It is important to be aware that the derivation of per-residue
entropies as described in the previous section is subject to cer-
tain assumptions and limitations.[3, 15] First, from Equation (4) it
is clear that the per-residue entropy is model-dependent, and
in general the nature of the motional model is unknown. In
the case of the entropy of binding, DSb, this is not a severe
limitation if the assumption is made that the motional models
before and after association are similar, in which case the con-
stant A cancels. A second limitation is that the order parameter
measured from conventional heteronuclear relaxation parame-
ters (T1, T2, NOE) is sensitive only to motions on a time-scale
shorter than overall rotational diffusion (picoseconds to nano-
seconds), and is sensitive only to reorientational motions of
the relevant bond vector. Finally, no account is taken of corre-
lated motions between different bond vectors. Despite these
limitations, work to date suggests that NMR relaxation meas-
urements can provide reasonably accurate per-residue entro-
pies for a variety of biomolecular associations (vide infra).


The nucleus of choice for probing backbone entropies is for
practical and experimental reasons invariably 15N, whereby the
conformational entropies of NH groups for each amino-acid
residue can be measured (assignments and resonance overlap
permitting) from 15N relaxation data assuming a diffusion-in-a-
cone model for NH vector motions.[15] In the case of side-chain
entropy measurements, a natural choice at first sight might be
13C.[27–29] The use of fractionally deuterated 13C-labelled samples
can eliminate 1H,13C-dipolar cross-correlation effects that
plague the effective analysis of 13C-relaxation data for, for ex-
ample, methyl groups.[30] Moreover, fractional[28] or selective[31]


13C enrichment can overcome 13C,13C-scalar coupling interac-
tions that complicate measurement of 13C T2 relaxation times.
However, as discussed at length by Muhandiram et al. ,[32] for a
number of reasons 2H relaxation-time measurements are more
straightforward to interpret since relaxation of the deuteron is
dominated by the quadrupolar interaction. Recently, Millet
et al.[33] have described an approach whereby five relaxation
rates per deuteron can be obtained in 13C-labelled and frac-
tionally 2H-enriched proteins, enabling self-consistency of the
relaxation data to be established. The merits of multifield 13C
data versus 2H data for deriving order parameters have been
the subject of two independent studies.[34, 35] In the case of
moderately sized proteins (<30 kDa) it is suggested that more
accurate methyl order parameters can be estimated from 2H-
relaxation data. However, for larger proteins, the sophistication
of 2H-relaxation measurements comes at a cost compared with
13C-relaxation measurements due to very rapid R2 relaxation.[35]


Entropic Contributions in Biomolecular
Associations


One of the first applications of the above methodologies con-
sidered the conformational entropy change associated with
the folding–unfolding transition in the N-terminal SH3 domain
of the Drosophila signal-transduction protein Drk.[15] The ob-
served entropy change for the folding–unfolding transition


averaged 12 J mol�1 K�1, compared with the average entropy
change per residue estimated from alternative techniques of
~14 J mol�1 K�1.[36] In a subsequent study, Wrabl et al.[37] used
simulated order parameters for N�H bond vectors from nano-
second molecular-dynamics simulations of staphylococcal nu-
clease and compared per-residue entropies calculated by using
Equation (4) with those estimated by using quasiharmonic
analysis.[38] A positive correlation between these parameters
suggested that NMR-derived order parameters provide a rea-
sonable estimate of the total conformational entropy change
on protein folding.


A number of independent studies have suggested that
changes in configurational entropy make significant contribu-
tions in ligand–protein binding processes. Bracken et al.[17] ex-
amined the dynamics of the basic leucine zipper domain of
yeast transcription factor GCN4 on binding to DNA. This
domain binds to DNA as a dimer in which the C-terminal resi-
dues form a parallel a-helical coiled coil leucine zipper, and the
N-terminal residues form the basic region that consists of sym-
metrically positioned a-helices that contact the major groove
of the cognate DNA sequence. In the absence of DNA, the
basic region adopts an ensemble of transient structures, but
undergoes a transition to yield a stable a-helical structure on
binding DNA. Thus, an unfavourable contribution to binding is
anticipated from the change in conformational entropy of the
protein backbone. Indeed, this was estimated as DSb~
�0.6 kJ mol�1 K�1, which agrees remarkably well with theoreti-
cal predictions based on calorimetric measurements for the
same system (DSb~�0.5 kJ mol�1 K�1). At 300 K the contribu-
tion to the free energy of binding is thus between �150 and
�180 kJ mol�1. Although this contribution is likely offset by
other factors (vide infra), it illustrates that in principle the en-
tropic contribution from protein degrees of freedom can easily
become a dominant unfavourable component of the binding
free energy.


Zidek et al. have provided an independent investigation of
the role of backbone dynamics to the entropy of ligand bind-
ing,[18] by examining the interaction of the pheromone 2-sec-
butyl-4,5-dihydrothiazole to the mouse major urinary protein
(MUP). In contrast to the study of Bracken et al. , these workers
found that the backbone conformational entropy of the pro-
tein was found to increase on ligand binding, and they esti-
mated a resulting favourable entropic contribution to binding
of ~50 kJ mol�1.


Lee et al. examined the entropic contribution to binding
from both backbone and side-chain degrees of freedom for
calcium-saturated calmodulin binding with a peptide model of
the calmodulin-binding domain of myosin light-chain kinase.[21]


This work is particularly notable since it illustrates a number of
important features. The most remarkable of these is perhaps
the fact that the protein effectively redistributes the side-chain
entropy upon binding of the peptide. Thus, the side chains of
binding-site residues become more rigid upon association of
the peptide as anticipated, whereas certain residues remote
from the binding site become more flexible, thus offsetting in
part the unfavourable entropic contribution from binding-site
residues. A second important result is that backbone and side-
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chain dynamics do not correlate and can be clearly separated,
with little change in the motional characteristics of the back-
bone. Once again, the overall entropic contribution to binding
free energy derived from NMR relaxation measurements is in
qualitative agreement with calorimetric measurements.


Very recently Bingham et al.[23] undertook a study of the
binding of 2-methoxy-3-isobutylpyrazine (IBMP, 4 in Scheme 2)
and 2-methoxy-3-isopropylpyrazine (IPMP, 3 in Scheme 2) to
MUP. Backbone dynamics of certain regions of the protein ex-
hibited increased flexibility on binding IBMP, whereas others,
notably the loop centred on Asn99, displayed an overall reduc-
tion in flexibility (Figure 1). The overall entropic contribution
from backbone dynamics was unfavourable with TDSb=�7.4�
6.5 kJ mol�1. This contrasts with the above-mentioned study of
Zidek et al.[18] . The reasons for this discrepancy are unclear, but
might derive from substantially different ligands in each study.
The overall contribution from side-chain methyl dynamics on
binding IBMP (Figure 2) was also unfavourable (TDSb=�3.4�
2.8 kJ mol�1) and, in common with
the calmodulin–peptide complex
studied by Lee et al. ,[21] “Entropy–
entropy compensation” is observed,
that is, loss of dynamics for bind-
ing-site residues is offset by in-
creased dynamics of side chains
distal to the binding site (Figure 3).


Protein Entropy in the
Context of Other
Contributions


Conceptually, it is clear from
Scheme 1 that the overall confor-
mational entropy of ligand–protein
binding can be decomposed into


four contributions: i) protein degrees of freedom; ii) li-
gand degrees of freedom; iii) protein solvation/desolva-
tion; iv) ligand solvation/desolvation. We have consid-
ered (i) for a number of systems above, and it is instruc-
tive to place the entropic contribution from protein de-
grees of freedom in context of the other contributions.


Ligand degrees of freedom


Entropic contributions from the ligand include the loss
of rotational and translational degrees of freedom on
binding, together with internal degrees of freedom, all
of which are assumed to be “frozen out” on binding.
The loss of translational and rotational entropy, which
is weakly dependent upon the molecular mass of the
ligand, has been estimated as ~50 kJ mol�1.[39] An ex-
perimental measure of ~25 kJ mol�1 for this contribu-
tion was obtained by Turnbull et al.[40] from ITC meas-
urements by using a ligand-fragmentation approach
exploiting the concepts described by Jencks.[41] Various


Figure 1. Plot of the entropic contribution to binding (TDSb) of IBMP to MUP derived
from backbone-15N-relaxation measurements. Error bars correspond to the propagated
standard error, and data are plotted only for those residues for which the absolute
value of TDS is greater than the standard error. Diamonds represent residues for which
15N-relaxation data were measured, and the secondary structure of the protein (de-
rived from PROCHECK[66]) is also shown. Reproduced with permission from ref. [23] .
Copyright 2004, American Chemical Society.


Figure 2. Plot of the entropic contribution to binding (TDSb) of IBMP to MUP
derived from side-chain methyl-2H-relaxation measurements. Error bars cor-
respond with the propagated standard error, and data are plotted only for
those residues for which the absolute value of TDSb is greater than the stan-
dard error. Reproduced with permission from ref. [23] . Copyright 2004,
American Chemical Society.


Figure 3. Stereo view detailing of residues that contribute to the entropy of binding of IBMP to MUP. Back-
bone residues that exhibit an unfavourable entropic contribution to binding are coloured red, while those
that exhibit a favourable contribution are coloured yellow. Similarly, residues whose methyl-containing side
chains exhibit an unfavourable contribution are coloured light blue, whereas those that exhibit a favourable
contribution are coloured magenta.
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estimates have been made regarding the unfavourable entrop-
ic contribution arising from the loss of internal degrees of free-
dom, but a value of ~6 kJ mol�1 per rotor appears to be a gen-
erally accepted value.[39] Thus, if we take as an example the
binding of IBMP to MUP, the overall contribution to the entro-
py of binding from protein and ligand degrees of freedom is
strongly unfavourable, in the range of �40 to �90 kJ mol�1.
Other systems, such as the binding of GCN4 to DNA men-
tioned above, will exhibit an even more unfavourable contribu-
tion because of the large contribution from protein degrees of
freedom.


Protein solvation


While the entropic contributions from ligand and protein de-
grees of freedom estimated above are strongly unfavourable,
the overall entropy contribution TDSb to the free energy of
binding is generally more modest. For example, the overall
entropic contribution of binding of IBMP to MUP is
~�10 kJ mol�1.[23] The difference is in part attributable to the
favourable contribution to binding from desolvation of the
protein binding pocket. Prior to association, the binding site
will be occupied by solvent water molecules, many of which
are partially ordered because of hydrogen-bonding with bind-
ing-site residues or by virtue of the structuring of water
around hydrophobic residues. On ligand binding, the majority
of these water molecules are released into the solvent with a
consequent increase in conformational entropy. The magni-
tude of this effect has been subject to intense debate. On the
basis of thermodynamic data for crystal hydrates, Dunitz has
shown that this cannot exceed ~8 kJ mol�1 per water mole-
cule.[42] In the case of the MUP, it is estimated that eight water
molecules are displaced, giving rise to a favourable entropic
contribution of ~24 kJ mol�1.[23] Clearly there is potential for a
much greater favourable contribution to binding when the
ligand is considerably larger.


Entropy of protein solvation from NMR measurements


Current knowledge about buried water molecules in proteins
is largely derived from high-resolution X-ray diffraction data.[43]


It has long been known that it is also possible to detect bound
water molecules by using NMR methods,[44, 45] which offers the
advantage that occupancies as low as 10 % can be detected.
More importantly, NMR dispersion (NMRD) methods can pro-
vide intramolecular order parameters that report on the orien-
tational fluctuations of buried water molecules, thus offering a
per-residue experimental measure of the entropic contribution
to binding. Such measurements have been pioneered by Deni-
sov, Halle et al.[46] In the application of this method to bound
water molecules in bovine pancreatic trypsin inhibitor (BPTI),
and assuming that the translational entropy of these water
molecules is essentially the same as in ice, it was concluded
that the buried water molecules, despite extensive hydrogen-
bonding to protein, do not have significantly lower entropy
than bulk water. This conclusion has very interesting implica-


tions for the estimated contributions to binding entropy men-
tioned in the previous section.


Ligand solvation


Prior to complexation, the ligand will also be associated with
solvent water molecules. As can be seen in Scheme 1, the en-
tropic contribution to binding is closely related to the solva-
tion entropy, that is, the entropy of solvation of transfer of the
ligand from the gas phase into solution. While solvation entro-
pies have not been reported for the majority of “interesting” li-
gands, these have been experimentally determined for a
number of simple organic molecules. For example TDS for sol-
vation of aliphatic alcohols varies from +20 kJ mol�1 for meth-
anol to +48 kJ mol�1 for hexanol.[47] This increasingly unfa-
vourable contribution with aliphatic chain length can be inter-
preted as an ordering of water molecules around the hydro-
phobic hydrocarbon chains. To the extent that ligand–protein
association represents a desolvation process, this translates to
a favourable contribution to the free energy of binding,
through the classical hydrophobic effect.


The Dominant Driving Force


So which of the driving forces described above is dominant?
This appears to be highly dependent upon the system under
investigation. In the case of ligand binding to the major uri-
nary protein, for example, the favourable entropic contribution
from desolvation appears to offset the unfavourable contribu-
tion from “freezing out” ligand degrees of freedom almost ex-
actly, and the measured overall binding entropy derives from
protein degrees of freedom.[23] However, the free energy of
binding is still dominated by enthalpy over a wide temperature
range. In contrast, the binding of a number of p-alkylbenzami-
dinium chloride inhibitors to trypsin varies from strongly en-
tropic at low temperature to strongly enthalpic at high tem-
perature.[48] The large negative heat capacity of binding DCp is
a signature of the hydrophobic effect; this suggests that the
solvent plays a dominant role in binding. However, the archi-
tecture of the trypsin-binding site is not substantially more hy-
drophobic than that of MUP. Clearly, it will be necessary to
characterise fully a wide variety of systems in order to ascertain
if any “rules” can be discerned.


Future Perspectives


Despite the clear potential of NMR methods for the derivation
of per-residue thermodynamic parameters for biomolecular as-
sociations, many uncertainties remain.


Turning first to the contribution of protein degrees of free-
dom to the entropy of binding, the major limitation is perhaps
the timescale of dynamics over which the majority of studies
have focussed to date, which is shorter than overall rotational
diffusion (typically 10 ns). While the slowest vibrational modes
of proteins fall within this range,[49] it is nonetheless important
to determine the contributions of slower motions to binding
entropy, which collectively could be significant. Some progress
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has already been made in this direction. For example, NMR re-
laxation techniques are available for the quantification of mi-
crosecond-to-millisecond motions in biological macromole-
cules (reviewed by Palmer et al. in ref. [5]). Moreover, substan-
tial progress has been made regarding the measurement of
modulations that influence isotropic properties that are not
averaged by isotropic tumbling, such as cross-correlated chem-
ical-shift modulation[50] and heteronuclear relaxation-dispersion
methods.[51, 52] Methods have also been described that depend
upon scalar and residual dipolar couplings for the detection of
motions over the entire range from microseconds to millisec-
onds.[53–57] Applications include the derivation of order parame-
ters for side-chain rotamer “jumping”[58] and domain reorienta-
tion.[59] Details of the structural and dynamic events that give
rise to “entropy–entropy” compensation phenomena described
above might be revealed at these longer time-scales.


A second aspect which requires considerable development
concerns the solvation contribution to binding entropy. Here,
scope for application of NMR methods might be rather limited
since it is often impossible to perform measurements on indi-
vidual water molecules which are typically in fast exchange
with bulk solvent, unless a single water molecule can be “engi-
neered out” by mutagenesis.[60] A possible avenue for develop-
ment involves all-atom molecular-dynamics simulations of
ligand–protein complexes with explicit inclusion of solvent
water. Computation of solvation free energy, entropy and en-
thalpy differences between panels of related ligands is possible
at modest computational cost by use of free energy perturba-
tion or thermodynamic integration methods.[61, 62] These can be
extended to ligand–protein complexes albeit with a significant
increase in computational cost.[48] Molecular dynamics simula-
tions are also likely to be of increasing importance for the deri-
vation of per-residue entropies[63] for side-chain residues that
are not readily amenable to experimental measurement using
NMR methods (such as the side chains of Asp and Glu). Valida-
tion of these simulations can be achieved by comparison of
back-calculated per-residue entropies for side chains that can
be studied experimentally.


Finally, a complete understanding of the forces that drive
ligand–protein interactions will require a parallel study of bind-
ing enthalpies. For example, as mentioned above, the binding
site of MUP is very hydrophobic, yet the binding of cognate
hydrophobic ligands appears universally to be enthalpy-
driven,[23, 64] in contrast to expectations based upon our current
understanding of the hydrophobic effect. As a second exam-
ple, the binding of hydrophilic monosaccharides to the arabi-
nose-binding protein is enthalpy-driven but is accompanied by
a very large unfavourable binding entropy (TDSb~�60 kJ mol�1


at 308 K),[65] which is again counterintuitive based upon the fa-
vourable entropy gain anticipated from release of binding-site
water molecules. Possibly, there is a substantial entropic penal-
ty to binding from protein degrees of freedom. A
multidisciplinary approach using ITC, molecular modelling, site-
directed mutagenesis, and NMR relaxation measurements is
ideally suited to resolve this and other major unsolved issues
that govern the affinities of ligand–protein interactions.


Keywords: calorimetry · dynamics · NMR spectroscopy ·
proteins · thermodynamics
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NMR in Pharmacokinetic and Pharmacodynamic
Profiling
Chaohong Sun, Jeffrey R. Huth, and Philip J. Hajduk*[a]


1. The Evolving Role of NMR in Drug Discovery


The successful launch of a new drug is a multifaceted, enor-
mously difficult process. In the discovery phase, researchers
typically identify a molecular target associated with a disease
state, search for small-molecule ligands for this target that
have the desired in vitro effect, modify these compounds to
improve potency and bioavailability, and ensure that the com-
pounds are safe and efficacious in animal models. It is only
then that a candidate compound can enter the significantly
more expensive development phase, in which the compound
is extensively evaluated for safety and efficacy in man. As a
result of the high cost and attrition rate associated with drug
discovery and development, a host of new technologies have
been developed in order to increase the chances for success.
These new technologies span the entire range of drug discov-
ery and development, including siRNA approaches to target
identification and validation,[1] ultrahigh-throughput screening
methodologies for the identification of lead molecules,[2] com-
binatorial chemistry and parallel synthesis for the rapid genera-
tion of large compound libraries,[3] structure-based drug design
for the optimization of lead compounds,[4] and a variety of
genomic, proteomic, and toxicogenomic approaches[5] to in-
vestigate the safety and potential efficacy of candidate com-
pounds.
In addition to maintaining a critical role in the structure


elucidation of small molecules and protein–ligand complexes,
solution NMR has continued to adapt to meet the growing de-
mands of the drug discovery process. NMR-based screening
has become an increasingly important tool for lead generation
and modification, primarily through enabling fragment-based
approaches to drug design.[6,7] These fragment-based ap-
proaches promise not only to significantly accelerate the opti-
mization of lead compounds, but also to generate leads for
protein targets that have previously been intractable. Even
more recently, NMR has moved beyond its principal role in the
direct analysis of protein–ligand complexes to other phases of
drug discovery. Metabonomics is the study of biofluids (e.g. ,
urine, blood) by NMR after dosing of a test compound in order
to noninvasively and continuously monitor toxic or other met-
abolic effects. The universality, speed, and low cost of this ap-
proach promises to change when and how we think about
toxicity profiling. The recently demonstrated ability to perform
solution NMR measurements on whole cells and monitor com-
pound binding in a cellular environment can provide key infor-
mation about membrane penetration and access to the molec-
ular target.[8] Structural studies of compounds complexed to
multidrug transporter complexes can aid in solving problems


with cellular penetration and resistance development.[9] All of
these developments highlight the power and versatility of
using NMR spectroscopy in a pharmaceutical environment.
In this review, we will focus on some additional NMR tech-


nologies that can aid in the pharmacokinetic and pharmacody-
namic profiling of compounds in the process of lead optimiza-
tion. It is rare that compounds fail to reach development be-
cause of insufficient in vitro potency. As outlined above, struc-
ture-based design, high-throughput organic synthesis, and
fragment-based approaches are just a few of the technologies
that have enabled the rapid optimization of compound affinity
for a biomolecular target. Rather, compounds often fail be-
cause of unacceptable in vivo properties. This can be because
of either what the body does to the drug (pharmacokinetics)
or what the drug does to the body (pharmacodynamics).[10]


Two of the more common problems are tight binding to


[a] Prof. C. Sun, Prof. J. R. Huth, Prof. P. J. Hajduk
Abbott Laboratories
100 Abbott Park Road, R46Y, AP10
Abbott Park, IL 60064-6098 (USA)
Fax: (+1)847-938-2478
E-mail : philip.hajduk@abbott.com


Figure 1. The concept of structure-based antidesign. A) A drug lead (shown
in blue) binds with high affinity to both the target of interest (green) and an
antitarget (red) such as albumin or a cytochrome P450 enzyme. Based on
the structure of the compound complexed to both proteins, the compound
is modified in order to abrogate binding to the antitarget, but maintain
high affinity to the target of interest. B) In this illustration, the site of the
compound modification (shown in yellow) was solvent exposed when
bound to the target of interest (therefore not expected to affect binding),
but intimately in contact with the antitarget (therefore expected to decrease
binding).
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serum albumin and inhibition of and modification by cyto-
chrome P450 enzymes. Both of these problems can potentially
be addressed by using the concept of structure-based antide-
sign (Figure 1), in which structures of the drug lead complexed
to both the biological target and the antitarget (either albumin
or the cytochrome P450 enzyme) are used to design out affini-
ty for the antitarget but maintain or even increase affinity for
the therapeutic target of interest. An additional problem that
is well known but often poorly understood is that of com-
pound reactivity. Compounds that covalently modify proteins
can have increased risks of low bioavailability (e.g. , rapid
modification or clearance) or toxicity (e.g. , irreversible inactiva-
tion of essential enzymes). Recent NMR approaches to measur-
ing and understanding these phenomena and aiding the me-
dicinal chemist in reducing compound liabilities will be de-
scribed.


2. Compound Binding to Human Serum
Albumin


In the early 1940s, Bernard Davis published landmark papers in
which he demonstrated that sulfonamide drugs bind to
plasma albumin and that the bound drug is inactive.[11,12] Since
that initial study, the importance of albumin binding in modu-
lating the pharmacology of the vast majority of drugs has
become evident.[13] In fact, since 1942, more than 36000
papers have been published that investigate albumin and
drug action. The complexity of ligand binding to albumin
became apparent in the 1960s and 1970s when numerous bio-
chemical studies were performed on this protein. A metal-
binding site was mapped to the N-terminal region[14] whereas
a major small molecule-binding site was mapped to a C-termi-
nal domain.[15–17] Further studies showed that there are actually
two distinct small-molecule-binding sites in the C-terminal half
of albumin[18,19] and that these could be distinguished by bind-
ing of specific fluorescent probes.[20] One site had been charac-


terized as early as 1958 as the indole-binding site.[21] The other
site, commonly known as the warfarin-binding site, was found
to be sensitive to modifications of the lone tryptophan residue
in the middle of the protein sequence.[22] When the crystal
structure of albumin was solved, the details of these distinct
binding sites were clarified.[23] Subsequent crystallography
studies of complexes with warfarin,[24] halothane, and fatty
acids[25] provided more details of the various binding sites on
this promiscuous protein. As summarized in Figure 2, human
serum albumin is comprised of three homologous alpha-helical
domains that each harbors multiple ligand-binding sites. In
total, there are nine binding sites for metals and small mole-
cules on albumin,making it by far the most promiscuous carrier
protein in serum.


2.1. Measuring compound affinity for human serum
albumin


Most drugs have some affinity for human serum albumin (HSA)
that results in sequestration of compound in serum.[10] Being
the major protein component of human blood, albumin is
present at 40 mgmL�1 or 600 mm. As a result, if the KD of the
drug for albumin is 600 mm, ~50% of drug in the serum com-
partment will be bound to HSA. Up to a point, this is an ad-
vantageous property as albumin binding increases the drug
bioavailability by decreasing the clearance rate. However,
when the KD of binding decreases to the low micromolar
range, >99% of drug in the serum is albumin-bound[26] and
the in vivo efficacy can be significantly reduced. The other dis-
advantage of this pharmacokinetic profile is that a highly
bound drug is susceptible to severe drug–drug interactions.
When the amount of free drug is very small compared to the
amount that is protein-bound, any situation that disrupts albu-
min binding can significantly increase the concentration of
free drug. In some cases, this can result in toxic drug levels.
Such is the case for warfarin and tolbutamide, which are highly
albumin-bound and can be displaced by several other drugs
that also bind to domain 2 of HSA. Hemorrhages or hypoglyce-
mia are clinical consequences observed for these types of
drug–drug interactions.[13]


Given the importance of understanding and controlling al-
bumin binding in lead optimization, a large number of assays
have been developed to measure the affinity of small mole-
cules for HSA. Equilibrium dialysis[27] and ultracentrifugation[28]


are standard methods for measuring albumin binding. Howev-
er, the throughput of these assays is limited because of the
need to directly detect the free compound, typically through
HPLC or radiometric detection. As a result, alternative methods
that make use of chromatography,[29] mass spectrometry,[30]


microcalorimetry,[31] and fluorescence spectroscopy[32,33] have
been proposed for measuring the affinity constant of a com-
pound for HSA. NMR has also been used to monitor com-
pound binding to albumin, with the earliest report being from
Oleg Jardetzky’s lab in the study of penicillin binding to albu-
min.[34] However, most of these methods can neither identify
the binding site on HSA involved in the interaction, nor distin-
guish between high affinity binding to a single site and low af-


Figure 2. The 3D structure of human serum albumin[80] with known binding
sites indicated. The three homologous domains are indicated by color:
domain 1 (red), domain 2 (green), and domain 3 (cyan). TIB=2,3,5-triiodo-
benzoic acid.
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finity binding to multiple sites. These limitations can hamper
the interpretation of structure–affinity relationships and the
design of compounds that have superior pharmacokinetic
properties.
New NMR methods have recently been developed to rapidly


evaluate site-specific albumin binding. Longitudinal relaxation
rates and saturation transfer difference (STD) NMR competition
experiments with tryptophan can accurately measure com-
pound binding specifically to the indole-binding site of full-


length albumin.[35,36] As shown in Figure 3, the STD NMR-based
experiments monitor the reduction in STD NOEs to a probe
compound in the presence of a competing ligand.[36] Because
an STD experiment can be collected rapidly (typically
~15 min), the throughput of this assay is sufficient to evaluate
hundreds of compounds for their ability to bind to serum albu-


min. Simple extensions of this experiment to include probes
for binding to other sites of albumin have the potential to
yield a single assay for monitoring site-specific compound
binding at multiple drug-binding sites. Another approach to
monitor site-specific binding involves 2D NMR on isotopically
labeled protein. This has the advantage of monitoring all bind-
ing sites on the protein and the ability to quantitatively mea-
sure site-specific binding constants. While obtaining isotopical-
ly labeled full-length albumin has proven difficult, Mao and
colleagues described a method to produce isotopically labeled
domain 3 of HSA from E. coli.[37] By using this protein, binding
to the indole site (Figure 2) can now be rapidly and reliably
monitored by chemical-shift changes in the presence of a test
compound (Figure 4).


2.2. Designing out albumin affinity: Where to modify the
compound


Once it has been confirmed that albumin binding is severe
and compound modification is required for in vivo efficacy,
structural studies can be used to identify positions on the
compound that, when modified, would reduce the affinity for
HSA. This, in fact, was the goal of the first NMR studies by Jar-
detsky and co-workers when they studied albumin binding of
penicillin.[34] To identify the sites on penicillin that contacted
albumin, the authors measured the proton-relaxation rates in
the presence of increasing amount of albumin. It was observed
that the relaxation rates of the benzylic protons were most af-
fected, and it was postulated that this group was in intimate
hydrophobic contact with HSA. Their predictions were validat-
ed by albumin-binding studies of the penicillin analogue ampi-
cillin (Scheme 1). Addition of a primary amine to the benzyl
group (which would be expected to disfavor a hydrophobic in-
teraction with HSA) does indeed reduce albumin binding.[10]


This success spawned numerous studies in which 1H- and 13C-
relaxation rates and chemical shifts of drugs were measured in
the presence of albumin in hopes of designing analogues with


Figure 3. Competition STD-NMR spectra of 6-methyl-d,l-tryptophan (95 mm)
and albumin (15 mm) in the absence (A) and presence (B) of diazepam
(15 mm). The experiments were conducted by selectively saturating the pro-
tein (by using a train of selective pulses at 0.0 ppm) for a period of time (3 s
in this example) long enough to transfer saturation to a bound ligand that
is in fast exchange between the free and bound states. A reference spec-
trum in which the protein is not saturated is then subtracted to yield the
STD spectra showing only signals from the ligands. The reduction in the STD
signal of Trp in the presence of diazepam indicates competitive binding of
diazepam for Trp on this binding site on albumin. Adapted with permission
from ref. [36] .


Figure 4. 2D 1H,15N-HSQC spectra of domain 3 of albumin[37] in the absence
(black) and presence (gray) of a test compound. The large chemical-shift
perturbations in the presence of the test compound indicate binding to this
domain of human serum albumin, while the specific pattern of perturbations
corresponds to binding at a particular site on this protein.


Scheme 1. Disruption of albumin binding of penicillin based on NMR-relaxa-
tion data.[34] Benzyl protons exhibited enhanced relaxation rates in the pres-
ence of albumin suggesting that this group is buried in an albumin binding
pocket. Modification of this region of penicillin (resulting in ampicillin) did in
fact reduce serum protein binding.
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improved pharmacokinetic parameters (e.g. , tolbutamide,[38,39]


levamisole,[40] phenylbutazone,[41] ibuprofen,[42] azathioprine,[43]


and chloramphenicol[44]).
High-resolution structural studies of the protein–ligand com-


plex can provide the most detailed information for structure-
based design of compounds with reduced albumin affinity. By
using isotopically labeled domain 3 of HSA,[37] NMR structures
of albumin–ligand complexes can be obtained and used in
structure-based antidesign strategies to reduce compound
binding to this protein (Figure 1). By studying the structure of
diflunisal in complex with domain 3, the Fesik group demon-
strated how to modify this and related cyclooxygenase (COX)
inhibitors to reduce the HSA affinity (Figure 5).[45] By using het-
eronuclear NMR spectroscopy of 13C,15N-labeled domain 3 of
HSA, the 3D structure of the protein was solved in complex
with diflunisal. NMR titrations, in which the chemical shifts of
the labeled protein were followed as a function of ligand con-
centration, were performed to determine binding constants for
diflunisal analogues. These structure–activity relationships
(SARs) in concert with the NMR structure guided the design of
COX-2 inhibitors with reduced affinity for HSA. This structure-
based antidesign strategy has been successfully used on multi-
ple projects and serves as an excellent complement to concur-
rent structure-based design projects directed at the therapeu-
tic target of interest.


2.3. Designing out albumin affinity: How to modify the
compound


By using domain 3 of albumin, the structure–affinity relation-
ships for a set of 889 compounds have been analyzed in order
to derive an understanding of binding to this important site
on albumin.[46] Using a chemometric approach, the contribu-
tion of various substructures to the overall binding affinity of
the compound to albumin could be quantitatively estimated.
Significantly, 15 different substituents were found to consis-
tently decrease binding to domain 3 of albumin by more than
an order of magnitude (Scheme 2). These substituents can be


viewed as anti-albumin fragments, and incorporating these
groups into a lead compound has a high probability of signifi-
cantly decreasing albumin binding. A total of 74 different de-
scriptors that modulate albumin binding were identified using
this approach. This short list comprises a convenient look-up
table for medicinal chemists to estimate the effects of different
substituents on albumin binding.


2.4. Designing out albumin affinity: Putting all the tools
together


Given the variety of tools to study albumin binding of drug
candidates, one is faced with choosing techniques that will
most rapidly provide the information needed to reduce albu-
min affinity. Initially, one is presented with a compound that
has high albumin binding and whose activity in in vitro assays
is markedly attenuated in the presence of serum. The first step


Figure 5. Surface representations of A) diflunisal binding to domain 3 of HSA
and B) flurbiprofen binding to cyclooxygenase (PDB accession number
1CQE). Diflunisal and flurbiprofen are shown in sticks. The surface is colored
by atom type (carbon in gray, oxygen in red, and nitrogen in blue). Three
water molecules near the flurbiprofen-binding site in (B) are shown as ma-
genta balls. C) Biaryl-containing COX-2 inhibitors were modified to reduce
albumin binding. In this example, a tert-butylcarbamate group (shown in
blue) was added in an attempt to access the polar pocket in cyclooxygenase
(occupied by the water molecules). This resulted in a more than 100-fold
loss in albumin affinity, with only a tenfold loss in COX-2 inhibition. Adapted
from ref. [45] .


Scheme 2. Calculated effects of various substituents on benzene binding to
domain 3 of human serum albumin.[46] Each substituent is shown in black,
and the calculated effect on the binding in pKD units (the logarithm of the
KD) is shown in bold (the unsubstituted benzene ring is shown in gray for
reference). The substituents shown here are calculated to decrease the affin-
ity for albumin by nearly one to three log units. The absolute value of the
log of the calculated binding affinity (in m) is given in parentheses.
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in a structure-guided antidesign strategy is to identify which
site(s) on albumin is involved in binding. As described above,
this can be done by NMR with 1D competition experiments
using full-length albumin or with 2D experiments using
domain 3 of albumin. Generally, we consider a compound to
have “problematic” binding to albumin when the site-specific
dissociation constant is significantly less than 10 mm (>99%
protein binding to whole serum). If it can be determined that
a specific site is (or sites are) problematic (KD<10 mm), then
structural studies are pursued on the compound in complex
with albumin using either NMR on domain 3 of HSA or X-ray
crystallography on full-length albumin. Structures of the com-
pound complexed to HSA and the target of interest are then
compared, in the context of the known SAR, to identify regions
of the compound that can be modified to disrupt albumin
binding but not significantly affect binding to the target. Ideal-
ly, regions of the molecule that are solvent-exposed when
complexed to the target but buried when bound to albumin
should be modified (Figure 1). Based on the available chemis-
try, groups known to decrease albumin binding (Scheme 2)
can then be incorporated into the compound. This cycle of
testing for binding to HSA, structural studies, and chemical
modifications to the lead is continued until the overall affinity
for albumin falls to an acceptable level.


3. Drug Interactions with Cytochrome P450
Enzymes


Cytochrome P450 enzymes (CYPs) are mixed-function mono-
oxygenases that can oxidize a large variety of both exogenous
and endogenous compounds, including most drugs.[47–50] In
humans, at least 57 different CYP isoforms have been identi-
fied, which have broad and overlapping substrate specifici-
ties.[51] It was recognized as far back as the 1960s that CYPs
play a role in the oxidation of steroid drugs.[52–54] Ongoing re-
search has documented the nearly ubiquitous involvement of
CYPs in the metabolism of small organic molecules. In fact, it is
currently estimated that the cytochrome P450 enzymes are re-
sponsible for ~90% of the phase 1 metabolism (e.g. , oxida-
tion, reduction, and hydrolysis) of drugs.[55]


There are two major outcomes of compound interaction
with cytochrome P450 enzymes that can have a major impact
on drug discovery efforts. First, as is often the case, the com-
pound is itself a substrate for at least one of the CYP isoforms,
resulting in rapid oxidation of the parent drug. If the oxidized
product is inactive, this leads to rapid clearance and low bio-
availability of the active drug. It can sometimes be the case
that the oxidized product retains activity, or even that the ad-
ministered compound is inactive until acted upon by the CYP
enzymes (a process known as bioactivation).[48] A second major
outcome of compound binding to CYP enzymes is that of CYP
activation or inhibition. This can result in potentially undesira-
ble drug–drug interactions by enhancing or preventing the
metabolism and changing the pharmacokinetic (PK) profile of
a second drug that is acted upon by that particular CYP iso-
form. While CYP inhibition is generally undesirable, there are
examples of CYP isoforms that are intentionally inhibited in


order to boost the PK profile of a second drug, as is the case
with the coadministration of ritonavir, a known CYP3A4 inhibi-
tor, with other HIV-protease inhibitors.[56] Despite serendipitous
positive outcomes of drug interactions with the CYP enzymes,
compound binding as either substrates or effectors/inhibitors
of the CYPs is generally avoided or minimized. This requires
rapid and reliable means of measuring compound binding to
these enzymes, as well as rational approaches to designing out
compound affinity.


3.1. Measuring compound binding to cytochrome P450
enzymes


Predicting phase 1 metabolism by cytochrome P450 enzymes
in man is complicated. As mentioned, at least 57 different iso-
forms of CYP enzymes have been identified in humans. Among
these, CYP1A2, CYP2C9, CYP2C19, CYP2C6, and CYP3A4 are
the primary isoforms involved in the metabolism of current
clinical drugs.[51] The most abundant enzyme in liver micro-
somes is CYP3A4, and this isoform is responsible for over 50%
of drug metabolism.[57] CYP2D6 accounts for over 30% of drug
metabolism, and the variation of CYP2D6 levels in patients
combined with numerous genetic polymorphisms (in which
different individuals carry genetically distinct copies of the
gene) can significantly modulate in vivo drug concentrations
and hamper the ability to predict clinical outcomes.[58] Thus,
drug candidate interactions with these two enzymes are of
particular interest. As CYP activity is relatively straightforward
to monitor in vitro, a number of high-throughput assays have


Figure 6. Model of fluconazole bound to the X-ray structure of the S-warfar-
in–heme–CYP2C9 complex.[61] S-Warfarin is labeled and rendered in stick
with gray carbons. The binding surfaces for fluconazole (white carbon
atoms) and heme (gray carbon atoms, bottom) are shown in pink. Notice in
this model that warfarin provides some of the binding surface for flucon-
azole, potentially explaining the observed positive cooperativity between
S-warfarin and fluconazole. Adapted with permission from ref. [61] .
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been developed to measure CYP inhibition or activation, in-
cluding fluorescent, LC-MS/MS, and radiometric assays.[57,59]


However, interpreting these data is not at all straightforward
due, at least in part, to the atypical kinetics exhibited by many
CYPs (including heterotropic positive and negative cooperativi-
ties) and substrate-dependent inhibition profiles.[50] Many of
these peculiarities of the CYPs can be explained by the pres-
ence of multiple drug-binding sites within the active site of
the enzyme, wherein compounds can act as effectors, inhi-
bitors, or substrates. For example, mutagenesis studies on
CYP3A4 suggest that this isoform potentially contains three
subpockets in the active site, including one noncatalytic effec-
tor site.[60] The existence of multiple drug-binding sites is sup-
ported by the recently solved crystal structures of CYP2C9 and
CYP3A4 that reveal exceptionally large active sites capable
of simultaneously binding to more than one compound
(Figure 6).[61–63] Thus, as with human serum albumin described
above, interpreting structure–affinity and structure–activity
relationships on the CYP enzymes is significantly hampered in
the absence of site-specific information.
NMR can potentially play an important role in monitoring


site-specific compound binding to the CYP enzymes, regard-
less of whether they function as substrates, inhibitors, or effec-
tors. 1D NMR approaches are particularly well suited to the
study of CYP enzymes as they contain a natural paramagnetic
center at the iron atom of heme. This induces relaxation effects
on compounds that bind near this group. Since the relaxation
induced by unpaired electrons is proportional to the inverse
sixth-power of the distance to the iron, not only can the occur-
rence of binding be deduced from the relaxation effect, but a
precise distance to the paramagnetic center can also be de-
rived.[65] An example of this is shown in Figure 7, in which para-
magnetic effects on the relaxation rates of the protons of di-
clofenac allowed for a precise measurement of distances to
the iron atom.[66] This paramagnetic effect confirms binding in
the active site and also allows models to be derived for the ori-
entation of this compound with respect to the heme group.
Similar work has been performed on CYP2C9 with flurbiprofen
and dapsone.[67] Activation of
flurbiprofen hydroxylation is
observed in the presence of
dapsone, and biochemical data
suggested that these two
compounds bind simultaneously
in the active site. NMR T1-relaxa-
tion studies confirmed that both
compounds bind in the active
site, and conformational
changes induced by concurrent
binding were therefore detect-
ed. These types of studies are
rapid and sensitive enough to
analyze large numbers of com-
pounds against multiple CYP
isoforms for the development
of SAR and pharmacophore
models for drug design.


By its very nature, 2D heteronuclear NMR spectroscopy pro-
vides information not only on the occurrence of compound
binding, but also on the location of the binding site. To this
end, Atkin and co-workers recently reported the monitoring of
allosteric binding using isotopically labeled CYPeryF (a soluble
bacterial CYP450 enzyme).[68] In this study, the Phe residues of
CYPeryF were 15N-labeled and 1H,15N-HSQC spectra were ac-
quired in the presence and absence of a test compound
(Figure 8). By monitoring the spectral changes throughout the
addition of two equivalents of compound, two sets of spectral
perturbations were observed (suggesting two distinct binding
sites), and the affinity for the second equivalent of compound
was higher than that for the first ; this indicates cooperative
binding. While such work on soluble bacterial proteins is rela-
tively straightforward, this task is much more challenging with
human microsomal CYP enzymes, which are membrane-
bound. However, much progress is being made in producing
isotopically labeled, recombinant CYP enzymes. For example,
CYP2C9, CYP2D6, and CYP3A4 have all been recombinantly
produced in E. coli and/or baculovirus.[61–65] Clearly, additional


Figure 7. A) Effects of CYP2C9 on the proton longitudinal-relaxation rates
of the substrate diclofenac. E0 and S0 are the concentrations of enzyme
(CYP2C9) and substrate (compound), respectively, while KD is the equilibrium
dissociation constant between the protein and the compound. B) Distances
between each proton and the iron atom as derived from the relaxation
data. Adapted with permission from ref. [66] .


Figure 8. 1H,15N-HSQC spectra of 15N-Phe-labeled CYPeryF in the presence of A) 0.0, B) 0.75, and C) 1.5m equiva-
lents of 9-aminophenanthrene (9-AP). In spectrum B three peaks showed significant broadening (boxed and la-
beled as 1). Upon addition of 1.5 equivalents of 9-AP (C), one additional peak broadened, and two new peaks
appeared (boxed and labeled as 2). These differential effects in the presence of excess 9-AP provide strong spec-
troscopic evidence for two compound-binding sites (denoted as 1 and 2). Reproduced with permission from
ref. [68] , copyright: Marcel Dekker, 2004.
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progress in this area would open new doors for screening
and characterizing CYP-ligand binding by using 2D NMR
approaches.


3.2. Designing out CYP450 binding


Similar to designing out albumin binding, the first step in an
antidesign strategy against the CYP enzymes is to identify
what constitutes a “problem.” With HSA, the typical cutoff is a
KD value less than 10 mm, as drug affinities significantly better
than this lead to total protein binding in excess of 99%. An
IC50 (inhibitor) or EC50 (effector) value of 10 mm also seems to
be appropriate for compound interaction with CYP enzymes,
as most drugs with good PK achieve Cmax values of 10 mm in
the blood or liver and can affect CYP function. Until recently,
when presented with such a “problem” compound, the medici-
nal chemist had to rely on serendipity or intuition to reduce
compound affinity. While chemometric models for substrate or
inhibitor binding to CYPs have been developed that can aid
the chemist in this process,[69–71] these are of greatest utility
with large databases of structurally disparate compounds, and
do not perform particularly well with highly similar compounds
within a given series. The recently described crystal structures
of CYP2D5 and CYP3A4 have enabled structure-based anti-
design against these important enzymes. Ideally, the crystal or
NMR structure of a lead compound in complex with the target
CYP should be used in this process, as described for reducing
compound affinity for human serum albumin. However, as
mentioned above, 1D NMR-relaxation data can be used to
derive site-specific, 3D QSAR-descriptor models for compound
binding. This approach has recently been formalized by Sem
and co-workers in what has been termed the heme-based co-
ordinate system.[72] This protocol integrates the experimental
NMR data on the compound(s) of interest with known crystal
structures to produce protein–ligand complexes that can be
used in antidesign strategies.


4. Bioactivation and Protein–Drug
Adduct Formation


As described above, compound binding to human
serum albumin and cytochrome P450 enzymes can
both reduce bioavailability (through sequestration in
the plasma or rapid compound modification) and in-
crease the risk for drug–drug interactions (by releas-
ing albumin-bound drugs or affecting the normal ox-
idative modification of other drugs). However, anoth-
er consequence of compound modification through
oxidative enzymes is the creation of bioactive com-
pounds that can form protein–drug adducts and
result in organ toxicity, particularly in the liver.[73] Evi-
dence for adduct formation being involved in organ
toxicity goes back to the 1930s,[74] and the “covalent-
binding theory” of chemical-induced hepatotoxicity
was formulated during the 1970s.[75,76] Since then, a
number of molecules have been implicated in organ
toxicity through bioactivation of the parent molecule


and subsequent inactivation of critical cellular proteins or
immune-mediated adverse events. While no consistent link
exists between the formation of protein–drug adducts and
organ toxicity (as some apparently nontoxic compounds can
also form covalent adducts), the avoidance or minimization of
adduct formation is standard operating procedure at several
pharmaceutical companies.[73] This has led to the development
of a number of methods for assessing and measuring protein–
drug adduct formation both in vitro and in vivo.[73]


4.1. NMR methods for assessing the propensity for adduct
formation


Glutathione (GSH) is routinely used in the detection of com-
pounds that can form covalent adducts with thiol-containing
molecules, such as cysteine amino acids in proteins.[73,77] In par-
ticular, the reversal of adduct formation with the compound of
interest in the presence of GSH is a strong indicator of cova-
lent modification of cysteine thiol groups. This has led to the
identification of a number of structural groups that are either
inherently reactive with proteins[78] or that can be bioactivated
to form reactive compounds.[73] However, while widely used in
metabolism studies, GSH is relatively unstable and might not
be appropriate for assessing large numbers of chemically di-
verse compounds. To address this issue, an alternative assay
called ALARM NMR has been described that can rapidly and
reliably assess the propensity for compounds to covalently
modify protein thiol groups.[79] The assay utilizes isotopically la-
beled human La antigen (a protein that stabilizes human RNA
transcripts against exonucleolytic digestion) as the surrogate
for covalent modification and heteronuclear NMR as the assay
read-out (Figure 9). Both cysteine residues in the La protein
exist as free sulfhydryls and can react with organic com-
pounds, as confirmed by both NMR and mass spectrometry.
Specifically, the cysteines can form direct adducts with the or-
ganic compounds, or the oxidation state of the cysteines can
be changed by the presence of the compound. In NMR experi-
ments, both of these effects induce large chemical-shift pertur-


Figure 9. ALARM NMR data.[79] A) Subset of the 2D 1H,13C-HSQC spectra of the La protein
showing cross peaks for four methyl groups of the human La antigen in the absence
(gray) and presence (black) of a known oxidizing agent and no dithiothreitol (DTT). Large
spectral perturbations are observed. B) Same spectra for samples to which 20 mm DTT
had been added. The reversal of chemical-shift changes in the presence of reducing
agent is evidence for a thiol-mediated modification of the La protein. C) Structure of the
C-terminal RNA recognition-motif (RRM) domain from the human La antigen protein.[81]


Cysteine and leucine residues whose methyl chemical shifts are shown in A and B are
indicated. Adapted with permission from ref. [79] .
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bations in the resonances of nearby residues, thus enabling
facile detection. While ALARM NMR is used primarily to identify
false positives from biochemical screens, an analysis of the
NMR data resulted in the identification of dozens of structural
groups that have a high propensity for covalent modification
of proteins (Scheme 3)—which significantly increases their like-
lihood to induce adduct-related toxicity in vivo. While specific
examples of drugs that act through covalent modification of
the target protein can be cited (e.g. , cefaclor and omepra-
zole),[79] these groups should generally be avoided or carefully
evaluated for chemical-induced organ toxicity when incorpo-
rated into drug leads. The successful use of the La antigen as a
surrogate for assessing adduct formation has led to the investi-
gation and development of ALARM-based assays to assess the
bioactivation of organic compounds.


5. Future Perspectives


As illustrated with the above methods and examples, the ver-
satility and rich information content of NMR spectroscopy has
allowed scientists to continue to break new ground in the
analysis and understanding of protein–ligand interactions and
have a significant impact on the drug-discovery process. As
with NMR-based screening and fragment-based approaches to
ligand design, we expect the techniques described here to
become established tools in the struggle to find new thera-
peutics. We look forward to the next round of innovations in
NMR that will continue to enable this process.


Keywords: albumin · cytochrome P450 · NMR spectroscopy ·
proteins · screening
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In-Cell NMR Spectroscopy
Sina Reckel, Frank Lçhr, and Volker Dçtsch*[a]


Introduction


NMR spectroscopy combines two features that make it unique
among all biophysical methods for the investigation of biologi-
cal macromolecules. The first feature is its ability to provide in-
formation about molecules under physiological or at least
“near-physiological” conditions. This ability has led to the de-
velopment of entire new fields such as in vivo NMR spectros-
copy, which focuses on the observation of metabolites and
metal ions in systems ranging from suspensions of bacteria
and other cells to entire perfused organs, and magnetic reso-
nance imaging, which can provide information about entire or-
ganisms.[1–5] The second distinctive feature is the sensitivity of
the chemical shift of an NMR-active nucleus to changes in its
chemical environment. This ability has made NMR spectrosco-
py an excellent tool for studying the interaction of biological
macromolecules with binding partners, ranging from other
macromolecules to small ligands and medically important
drugs.[6–13] Recently, we and others have started to combine
these two advantages of NMR spectroscopy to obtain informa-
tion about the conformation and dynamics of biological mac-
romolecules inside living cells.[14–20]


Applications


“In-cell NMR” experiments do not aim at determining struc-
tures directly in the cellular environment, but use the sensitivi-
ty of the chemical shift towards changes in the environment
to obtain information about the state of a macromolecule in
its natural surrounding. Changes in this environment, caused
by post-translational modifications, conformational changes, or
binding events, result in changes in the resonance frequencies
of the affected nuclei and can thus be detected in “in-cell
NMR” experiments (Figure 1). If differences between the in-cell
spectra and the in vitro spectra can be detected, the cause for
these differences can be investigated by simulating the in vivo
conditions in vitro, for example, by adding the suspected inter-
action partners to an in vitro sample. Using this strategy,
Dedmon et al. showed that the bacterial protein FlgM, which is
completely unfolded in vitro, is partially folded in the E. coli cy-
toplasm.[19] By adding high concentrations of either other pro-
teins (bovine serum albumin) or small molecules (sugar) to an
in vitro sample of FlgM, they could reproduce the spectral
characteristics of this protein in the bacterial cytoplasm. Their
conclusion was that the high concentration of other (macro-)
molecules inside the cell, known as molecular crowding, is re-
sponsible for the observed partial folding.


Other investigations have focused on the interaction of pro-
teins with metal ions. Hubbard and co-workers have used in-
cell NMR spectroscopy to investigate the ion-binding status of


the bacterial two-component signal transduction protein CheY
in the bacterial cytoplasm.[18] By comparing an in-cell [15N,1H]-
HSQC spectrum with in vitro spectra of the protein complexed
with different ions, they could show that CheY preferentially
binds Mg2+ ions in the E. coli cytoplasm. Small additional
changes in the chemical shifts might indicate further interac-
tions with other components; however, they cannot be conclu-
sively interpreted so far. Our own investigations of calmodulin
in living E. coli had indicated that calmodulin mainly exists in
the apo-form; this shows that the intracellular Ca2+ concentra-
tion in bacteria is not high enough to make the calcium-
bound form the major in vivo conformation.[16] Furthermore,


[a] S. Reckel, Dr. F. Lçhr, Prof. Dr. V. Dçtsch
Institute for Biophysical Chemistry and
Center for Biomolecular Magnetic Resonance
Johann Wolfgang Goethe University
Marie Curie Straße 9, 60439 Frankfurt (Germany)
Fax: (+49)69-798-29632
E-mail : vdoetsch@em.uni-frankfurt.de


Figure 1. Potential applications for in-cell NMR experiments. Changes in the
chemical environment of a protein’s nuclei caused, for example, by a) con-
formational changes, b) post-translational modifications (here phosphoryla-
tion), or c) binding events can be detected by differences in chemical shifts
in in-cell NMR experiments. Schematic HSQC spectra indicating the sensitivi-
ty of the chemical shift to the changes described above are shown below
each cell.
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additional peaks indicated that more than one conformation is
present under these conditions in the bacterial cytoplasm.


Chemical-shift differences observed in HSQC spectra can
also be used to detect and to characterize the interaction of
proteins with drug molecules, and this method is widely used
in the pharmaceutical industry as a screening tool. Using stan-
dard in vitro NMR experiments to screen for potential protein–
drug interactions, however, has the disadvantage that an inter-
action that is observed might not occur in the same way in
vivo. Such behavior could, for example, be caused by the in-
ability of a drug molecule to cross the cellular membrane, its
fast metabolization, its binding to other cellular components
with higher affinity than to its intended target, or differences
in the target-protein conformation between its in vitro and in
vivo states. In principle, these disadvantages of in vitro screens
can—at least partially—be overcome by using in vivo assays,
for example, in-cell NMR experiments for screening. An exam-
ple of the application of in-cell NMR experiments as a screen-
ing technique is reported by Hubbard et al. They could show
that the drug BRL-16492PA, which binds to the bacterial two-
component signal transduction protein CheY in vitro, also
binds to the same protein inside living E. coli bacteria.[18] They
based their conclusion on observing virtually identical chemical
shift changes in the [15N,1H]-HSQC spectrum of CheY upon
adding the drug either to a purified in vitro sample or to a
slurry of E. coli overexpressing the protein. Other applications
have focused on using saturation transfer difference methods
(STD) for detecting interaction of receptors expressed on the
surface of cells with external drugs.[21,22]


In protein–drug interaction screens, most often [15N,1H]-
HSQC experiments are used based on the high chemical-shift
dispersion of the amide protons and nitrogens. Alternatively,
methyl-group-based NMR experiments can be employed due
to their high sensitivity (see below) and their involvement in
drug binding. Interestingly, a recent investigation has found
that within a set of 191 crystal structures of protein–ligand
complexes, 92% of the ligands had a heavy atom within 6 L of
a methyl group carbon while only 82% had a heavy atom
within the same distance of a backbone nitrogen.[6] We have
investigated the interaction of calmodulin with the known
drug phenoxybenzamine hydrochloride, which is assumed to
bind to a hydrophobic pocket that is lined with methionines.[17]


We added the drug to an E. coli culture expressing calmodulin
half an hour prior to sample preparation. No differences in
chemical shifts between an in vitro sample and the in-cell
sample could be detected; this indicates that no stable com-
plex between the drug and the protein is created. However,
some of the peaks in the in-cell spectrum showed increased
line broadening; this suggests that a weak interaction with the
drug exists. This result is in agreement with reports that phe-
noxybenzamine interacts with calmodulin only in its calcium-
bound form and our own results that had demonstrated that
calmodulin in the bacterial cytoplasm exists mainly in the calci-
um-free apo-form.[16] In order to investigate how much of the
drug had been taken up by the bacteria, we harvested the
cells by centrifugation. No drug resonances could be detected
in a 1H-1D spectrum of the supernatant. In contrast, the resus-


pended bacteria pellet showed strong signals of the drug,
which remained associated with the cell debris after cell lysis.
This result indicates that phenoxybenzamine is mainly associat-
ed with the bacterial membrane and that the high local con-
centration of phenoxybenzamine near the bacterial membrane
is most likely responsible for the observed weak interaction.
This example demonstrates the advantages of in-cell NMR ex-
periments, which are able to detect both the resonances of
the protein and of the drug and to characterize their interac-
tion in a cellular system.


A further application of in-cell NMR spectroscopy is the in-
vestigation of the tautomerization and protonation state of
histidines in the cellular environment.[23] Since histidines are
frequently found in the active site of enzymes, their tautomeri-
zation and protonation states often determine an enzyme’s ac-
tivity. NMR spectroscopy has been used extensively to investi-
gate the different states of histidines in vitro.[24,25] Recently, we
have extended these investigations to proteins inside living
E. coli cells based on determining the values of the C�N cou-
pling constants of the Ce1 and Cd2 carbon spins in histidines.[23]


The exact values of these coupling constants depend on the
form of the histidine side chain and can, therefore, be used to
determine its tautomerization and protonation state. Alterna-
tively, if the pKa value of the histidine side chain is known,
measurement of these coupling constants can be used to mea-
sure the intracellular pH value. Based on our measurements
we have determined the pH in the bacterial cytoplasm under
the conditions of our NMR experiments to be 7.1�0.1.


Technical Aspects


The investigation and characterization of macromolecules in
living cells by NMR spectroscopy has to overcome three main
difficulties. First, the NMR signals of the molecule of interest
must be distinguished from the NMR resonances of all other
cellular components. Second, the macromolecule must be able
to tumble freely, and third the cells have to survive the condi-
tions inside the NMR tube at least for the time period of the
experiment without significant changes of their metabolic
state. These three difficulties will be discussed below in more
detail.


1) Labeling


Distinguishing the NMR resonances of a macromolecule from
all other resonances of the cell can be achieved by overex-
pressing the macromolecule and labeling with the NMR-active
isotopes 15N and 13C. 19F labeling has also been employed in
some cases.[26,27] The advantage of 19F labeling is the virtually
zero background due to the low abundance of fluorine com-
pounds in cells. For example labeling of phosphoglycerate
kinase in yeast with 5-fluorotryptophan was used to investi-
gate the binding of nucleotides to this protein in vivo.[27] How-
ever, the use of fluorine requires the chemical modification of
amino acids by replacing a hydrogen with a fluorine; this
changes the chemical properties of the amino acid and can
therefore lead to a different behavior of the protein. In addi-
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tion, fluorine-labeled amino acids are toxic for certain cell
types.[27]


Observation of the macromolecule without chemical modifi-
cation requires labeling either with 15N or with 13C. The specific
labeling scheme will depend on the kind of macromolecule
that is to be investigated as well as on the type of cells that
are used. In some cases, for example Xenopus oocytes, it is pos-
sible to directly microinject a labeled protein into the cell.[28,29]


Injection has the advantage that the only background signals
are the signals produced by the natural abundance of 15N and
13C. Of these, only the natural abundance of 13C (1.1%) plays a
significant role. In most cases, however, the macromolecule of
interest will be expressed directly inside the cells which—de-
pending on the labeling scheme—can cause severe problems
with background signals due to the labeling of other cellular
components. The following discussion will focus on labeling
strategies in E. coli since it is the most often used cell type so
far. However, most considerations will also apply to other cell
types such as yeast.


The experience with 15N-labeling in E. coli so far has shown
that only a minimum background level is produced that does
not interfere with most protein resonances. The only require-
ment for the observation of a protein’s backbone resonances
in “in-cell NMR” experiments is that this protein is expressed
above a certain threshold.[16] This threshold is approximately 1–
2% of the entire soluble protein content of a cell or roughly
200 to 300 mm intracellular concentration. This minimal back-
ground level could be further suppressed to virtually zero by
using an amino acid type-selective labeling scheme. However,
not all amino acids can be used for selective labeling schemes
in a standard E. coli strain. Good candidates for labeling in
BL21 cells are lysine, arginine, and histidine, which are at the
end of a biosynthetic pathway and do not serve as precursors
for other amino acids.[30] For other amino acid types, cross la-
beling has to be suppressed either by the use of more com-
plex media that do not only contain the labeled but also un-
labeled amino acids or by the use of specialized auxotrophic
strains.[30–32] Fortunately, at least one auxotrophic E. coli strain
exists for each amino acid that can be used for selective label-
ing. In addition, many yeast auxotrophic strains have been cre-
ated, albeit not for NMR labeling purposes. One disadvantage,
at least of the auxotrophic bacterial strains, is that they often
show a reduced expression level that decreases the quality of
the in-cell NMR spectra.


To investigate side chains in general, carbon-based labeling
schemes have to be employed. 13C-based in-cell NMR experi-
ments provide several advantages over 15N-based experiments.
First, the sensitivity of detecting methylene and methyl groups
is higher based on the larger number of protons directly at-
tached to the heteronucleus as compared to the single amide
proton. Second, in contrast to amide protons, carbon-bound
protons do not chemically exchange with protons of the bulk
water. Fast exchange of the amide protons significantly re-
duces the signal intensity and can even result in complete
signal loss. Probably the biggest advantage, however, is the
fact that methyl groups have the most slowly relaxing spins
based on their fast internal rotation. This slow relaxation fur-


ther increases the sensitivity of methyl-group detection.[6,33, 34]


Since methyl groups also show the highest proton-to-hetero-
nucleus ratio, they are the most attractive side chain probes
for in-cell NMR experiments. These advantages predict that the
sensitivity of methyl-group-detected in-cell NMR experiments
should be at least three times higher than the sensitivity of
amide-proton-detected experiments. These predictions could
be confirmed by expressing calmodulin in E. coli and labeling
it simultaneously with methyl group 13C-labeled methionine
and 15N-labeled lysine (Figure 2).[17]


However, carbon-based labeling schemes also suffer from
disadvantages. While the level of background signals in 15N-
based in-cell NMR spectra is minimal, full carbon labeling with
13C-labeled glucose produces such a high background level
that, with the exception of a few high-field-shifted calmodulin
methyl groups, no protein resonances could be unambiguous-
ly identified.[17] The greater abundance of carbon than nitrogen
in small molecules and the fast chemical exchange of many of
the amide protons of small molecules with water protons are
the most likely reasons for the high 13C-background level.
More selective labeling schemes, for example based on using
13C-labeled pyruvate,[35] improve the situation but still produce
a high level of background signals.[17] The lowest level of back-
ground signals can be achieved by amino acid-type-selective
labeling. As mentioned above, labeling of methyl groups is—


Figure 2. Comparison of an A) [15N,1H]-HSQC spectrum and a B) [13C,1H]-
HSQC spectrum of calmodulin, selectively labeled with both 15N-lysine and
13C-methyl methionine in the bacterial cytoplasm. For a better comparison
of the relative sensitivity, 1D cross sections are shown on top of each spec-
trum. Both spectra were measured simultaneously in an interleaved way
with four scans per t1 increment on a Bruker Avance spectrometer, operating
at a proton frequency of 500 MHz and equipped with a cryogenic probe.
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with regard to the sensitivity of the experiments—the most
attractive labeling option. However, similar to the 15N-based
amino acid type selective labeling, not all amino acids can be
used equally well. While methyl-group-labeled methionine pro-
duces virtually zero background, the high background level
caused by methyl-group-labeled alanine has to be suppressed
by using special media compositions.[17,32]


13C-based labeling schemes also offer the possibility of ob-
serving other biologically important macromolecules besides
proteins. Lippens’ research group has used 13C-labeling to ob-
serve cyclic osmoregulated periplasmic glucan in Ralstonia sol-
anacearum.[20] Similarly to experiments with proteins, they ob-
served a high background level when using fully 13C-labeled
glucose, but could reduce it by using glucose that was selec-
tively 13C-labeled at the C1 position.


2) The rotational correlation time of proteins inside cells


A major limitation for the application of high-resolution liquid-
state NMR spectroscopy of biological macromolecules is the re-
quirement that these molecules have to tumble in solution
with a sufficiently short correlation time. Long rotational corre-
lation times lead to fast relaxation and, therefore, broad peaks.
Since the rotational correlation time is proportional to the sur-
rounding viscosity, the intracellular viscosity is an important
parameter for the observation of macromolecules inside living
cells. Diffusion measurements have indeed shown that the
translational diffusion of a macromolecule inside cells can be
severely restricted relative to an in vitro system with the puri-
fied molecule. However, investigation of the rotational correla-
tion time by several different techniques, including NMR relax-
ation measurements,[36–38] EPR measurements,[39] and fluores-
cence experiments,[40–43] have shown that the intracellular rota-
tional correlation time is only twice as long as the rotational
correlation time of the same molecule in pure water. This in-
crease by a factor of two of the rotational correlation time also
increases the apparent molecular weight of the protein by a
factor of two. Fortunately, the introduction of TROSY[44] and
similar techniques[45,46] a couple of years ago has extended the
applicability of NMR spectroscopy to large macromolecules
with a molecular weight of 100 kDa and more. These technical
advances, combined with the relatively low viscosity of the cel-
lular cytoplasm, predict that the cytoplasmic viscosity is not a
major limitation for the observation of proteins inside living
cells. However, viscosity differs among the individual cellular
organelles. While the viscosity in endosomes,[47] for example, is
only slightly greater than the viscosity of the cytoplasm, the
viscosity of the nucleus seems significantly increased.[48,49] In
addition, the viscosity of the organelles and the cytoplasm can
also change during different states of the cell, for example,
different phases of the cell cycle.


The intracellular observation of proteins can, however,
become impossible by binding of the proteins to other cellular
components; this significantly increases the rotational correla-
tion time of the protein. In particular, binding to large compo-
nents, such as chaperones and nucleic acids, leads to the dis-
appearance of a protein’s resonances due to extensive line


broadening. For proteins that are not observable by backbone-
amide-based NMR experiments, we had good experience with
the observation of 13C-labeled methyl groups.[17] The fast inter-
nal rotation of these methyl groups makes proteins such as
FKBP or thioredoxin, which are usually interacting with other
components in the cell, observable.


If even larger protein complexes or intracellular aggregates
(prion proteins, Alzheimer peptides) are to be investigated by
in-cell NMR experiments, solid-state NMR techniques have to
be employed. Preliminary experiments that we have conduct-
ed on proteins deposited in inclusion bodies in E. coli suggest
that in-cell solid-state NMR experiments are technically feasi-
ble.


3) Cellular survival during NMR experiments


The third critical parameter that strongly influences the applic-
ability of in-cell NMR experiments is the survival rate of the
cells in the NMR tube. In particular, the high cellular density
can cause problems through oxygen starvation and limiting
the amount of available nutrients. If the sensitivity of the
selected system (mainly the overexpression level) is high
enough, the NMR spectra can be measured relatively quickly
(less than an hour). During longer experiments or series of
experiments such as relaxation studies, however, significant
changes in the cellular status can occur. These changes can
range from shifts of the intracellular pH in E. coli cells to cell
death observed, for example, with insect-cell samples. On the
other hand, in classical in vivo NMR experiments, cell cultures
have been kept alive for long times.[50–52] This can be achieved
by using modified NMR sample tubes that allow for a contin-
uous exchange of the media. One problem that has to be
solved for experiments with continuous flow of media is how
to keep the cells in the NMR tube. While solutions with semi-
permeable fibers and microcarriers have been used, the easiest
method for keeping unattached cells in an NMR tube is to en-
capsulate them, for example, in low-melting agarose.[50,53] Pre-
vious in vivo NMR experiments have shown that bacteria can
be kept alive in these gels for long periods of time. In order to
investigate if these encapsulating techniques would provide
the necessary magnetic homogeneity for two-dimensional
NMR experiments on proteins in bacteria, we have overex-
pressed and 15N-labeled NmerA in E. coli, and mixed a concen-
trated bacterial slurry with an equal amount of low-melting
agarose in an NMR tube. The resulting spectrum is shown in
Figure 3B, and, for comparison, a regular in-cell NMR spectrum
of NmerA measured with a resuspended bacterial sample is
shown in Figure 3A. Comparison of both spectra shows that
the quality is not decreased by the encapsulation process. En-
capsulation will not only allow for perfusion of the bacterial
sample, it will also solve the problem of cell sedimentation to
the bottom of the NMR tube over time. Both problems are
more severe with larger and more sensitive eukaryotic cells.
However, the good experience of many metabolic studies with
gel-entrapment methods combined with the fact that the
spectral quality is not compromised also makes encapsulated
cellular samples an interesting alternative for longer and more
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complicated in-cell NMR experiments with more sensitive cell
types.


Limitations, Challenges, and Future Directions


The biggest disadvantage of NMR spectroscopy is its inherent
low sensitivity. In particular, for the investigation of the behav-
ior of biological macromolecules in their natural environment,
it is important to keep the concentration of the macromole-
cule of interest as close to their natural level as possible. Cur-
rently, observation of proteins by “in-cell” NMR experiments re-
quires their overexpression, and the detection limit is approx-
imately 200 mm for amide-proton-based experiments and
70 mm for methyl-group-detected ones. For most proteins,
these overexpression levels are at least one-to-two orders of
magnitude higher than their natural intracellular concentration.
This situation, of course, limits the possible applications of in-
cell NMR spectroscopy. In particular binding studies with addi-
tional cellular components are limited to unspecific binding
events, since the concentration of any natural binding partner
would also be one-to-two orders of magnitude lower. A possi-
ble application of in-cell NMR, however, is for intracellular drug
screens. These experiments do not depend on the formation
of a stoichiometric complex with an intracellular component
and can provide interesting information about the potential of
a particular drug to cross the cellular membrane and interact
with the protein inside living cells. Other possible applications
include the investigation of the metal-binding state of a partic-
ular protein, its unspecific interaction with other cellular com-
ponents (for example molecular crowding, chaperone binding),
or its dynamics and intracellular stability. In addition, investiga-
tions of post-translational modifications are possible if an enzy-
matic relationship between the overexpressed protein and the


modifying protein exists. In
these cases, a low concentration
of an intracellular enzyme can
modify a considerably higher
amount of the protein of inter-
est; this makes this process ob-
servable by in-cell NMR spec-
troscopy.


The final goal, of course is
the observation of proteins at
or near their physiological con-
centration. In order to achieve
this goal, however, further sig-
nificant improvements of the
sensitivity of NMR spectrome-
ters have to be achieved. For-
tunately, the introduction of
oxygen probes has dramatically
increased the sensitivity of NMR
instruments over the last years,
with further improvements ex-
pected. For in-cell NMR experi-
ments, detecting proteins at
their natural concentration, will,


however, also create new challenges. In earlier investigations,
we have shown that the most important parameter for the se-
lective detection of a protein by amide-proton-based NMR ex-
periments in living cells is the overexpression level. A protein’s
resonances will become detectable as soon as its expression
level reaches a certain threshold.[16] Since the concentration of
all other cellular components does not reach this threshold,
these spectra show a low background level. 13C-based in-cell
NMR experiments had already demonstrated that the back-
ground level for spectra that detect carbon-bound protons is
considerably higher, and more selective labeling techniques
have to be used in order to observe the resonances of a partic-
ular protein inside living cells unambiguously.[17] An improved
sensitivity of NMR spectrometers that reduces the threshold
level and enables the observation of a protein’s resonances at
its physiological concentration will make the distinction be-
tween background signals and signals of the protein of inter-
est more difficult, even for amide-proton-based experiments.
Several possible solutions to this problem exist. One potential
solution is the suppression of the expression of all intracellular
proteins. This can, for example, be achieved with the drug ri-
fampicin, which we have already used during some of our ex-
periments.[15,16] This drug inhibits bacterial RNA polymerase but
allows the expression of a plasmid under the control of the
promoter of the bacteriophage T7.[54,55] Another very elegant
approach that has very recently been presented is the degra-
dation of all mRNA that contains ACA sequences by a mRNA
interferase.[56] Changing all ACA triplets in the DNA sequence
of the protein of interest by utilizing other codons enables the
selective translation of the mRNA of a particular protein while
all other mRNAs are degraded.


Another possibility is to use site-specific in vivo labeling
schemes, as developed by the research group of Schultz.[57]


Figure 3. Comparison of the [15N,1H]-HSQC spectra of NmerA in bacteria A) resuspended in a phosphate buffer
or B) encapsulated in low melting agarose. Both samples were measured at 37 8C with identical experimental
parameters.
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They have expanded the genetic code of bacteria and eukary-
otic cells;[58] this enables the selective incorporation of a la-
beled amino acid at a specific site without any background sig-
nals from the bacterial (macro-)molecules. The disadvantage of
this elegant method is, however, that it requires the use of
non-natural amino acids, which have the potential to change
the behavior of the protein.


The biggest challenge for in-cell NMR spectroscopy, howev-
er, is its extension to eukaryotic cells. Some preliminary experi-
ments with yeast, insect cells, and, in particular, with Xenopus
oocytes[28,29] exist that have shown that experiments with eu-
karyotic cells are, in principle, technically feasible. However, for
sensitive eukaryotic cells such as insect cells or even mammali-
an cells, further improvements of the quality of in-cell NMR
experiments and a concomitant reduction in the required over-
expression level have to be achieved. For these cell types, im-
provements can be expected from the use of modified NMR
tubes that allow for a continuous exchange of oxygenated and
nutrient-rich media. Such devices will allow researchers to
extend the measurement time of the experiments and further
decrease the detection limit.
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Domain Reorientation and Induced Fit upon
RNA Binding: Solution Structure and Dynamics
of Ribosomal Protein L11 from Thermotoga
maritima
Sergey Ilin,[a, b] Aaron Hoskins,[b] Oliver Ohlenschl�ger,[c] Hendrik R. A. Jonker,[a]


Harald Schwalbe,*[a] and Jens Wçhnert*[a]


Introduction


The formation of RNA–protein complexes is often accompa-
nied by major conformational changes in both the RNA and
protein components. This has been described as a “mutually
induced fit” or adaptive binding.[1] In many cases, dynamically
disordered parts of either one of the binding partners adopt a
defined conformation in the complex. Furthermore, for many
multidomain RNA-binding proteins, it has been found that the
relative orientation of the domains is not defined in the RNA-
free form but is well defined in the RNA–protein complex.[2–5]


These conformational adaptations, which occur on different
structural levels, are thought to be important for affinity and
specificity in RNA–protein interactions. Consequently, a com-
plete picture of RNA–protein recognition processes often
emerges only once the structures of the components are
known in their free and bound conformations.
The ribosomal protein L11 is a highly conserved two-domain


protein that binds to a conserved 58-nucleotide sequence in
the 23S rRNA of the large ribosomal subunit. The complex be-
tween L11 and its cognate 23S-rRNA domain is an essential
part of the ribosomal GTPase-associated region and is involved
in the GTPase activity of the elongation factors EF-G and EF-
Tu.[6,7] Reconstituted ribosomes that lack native L11 protein
show a twofold slower rate of de novo protein synthesis than
normal ones. Also, they are defective, for example, in EF-G-de-
pendent GTP hydrolysis and release factor 1 (RF-1) dependent
termination.[8,9]


The L11–RNA complex is a target of the thiazole family of
antibiotics that includes thiostrepton and micrococcin.[10–12]


These antibiotics inhibit ribosome function by interfering with
the interaction of EF-G and EF-Tu–aminoacyl–tRNA–GTP (EF-
Tu–aa–tRNA–GTP) complex with the large 50S ribosomal sub-
unit. The affinity of thiostrepton for the 23S rRNA domain is
greatly increased in the presence of full-length L11 but not
with the C-terminal domain alone.[13]


The structures of full-length L11 from Thermotoga maritima
and the C-terminal domain of L11 from Bacillus stearothermo-
philus bound to their cognate RNA have been solved by X-ray
crystallography.[14,15] In addition, the conformation of the C-ter-
minal domain of L11 from B. stearothermophilus has been char-
acterized in its RNA-bound and free forms by NMR.[16–18] Nota-
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L11, a protein of the large ribosomal subunit, binds to a highly
conserved domain of 23S rRNA and mediates ribosomal GTPase
activity. Its C-terminal domain is the main determinant for rRNA
binding, whereas its N-terminal domain plays only a limited role
in RNA binding. The N-terminal domain is thought to be involved
in interactions with elongation and release factors as well as
with the antibiotics thiostrepton and micrococcin. This report
presents the NMR solution structure of the full-length L11 protein
from the thermophilic eubacterium Thermotoga maritima in its
free form. The structure is based on a large number of orienta-
tional restraints derived from residual dipolar couplings in addi-


tion to conventional NOE-based restraints. The solution structure
of L11 demonstrates that, in contrast to many other multidomain
RNA-binding proteins, the relative orientation of the two domains
is well defined. This is shown both by heteronuclear 15N-relaxa-
tion and residual dipolar-coupling data. Comparison of this NMR
structure with the X-ray structure of RNA-bound L11, reveals that
binding not only induces a rigidification of a flexible loop in the
C-terminal domain, but also a sizeable reorientation of the N-ter-
minal domain. The domain orientation in free L11 shows limited
similarity to that of ribosome-bound L11 in complex with elonga-
tion factor, EF-G.
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bly, the X-ray structure of the complex from T. maritima has
indicated possible conformational dynamics for the L11 pro-
tein.[14] Whereas the C-terminal domain was tightly packed
against the RNA, as was expected from biochemical studies,[13]


the N-terminal domain showed only limited RNA–protein inter-
actions. In addition, weak electron density and high B-factors
for the entire domain indicated rigid body motion of the N-ter-
minal domain in the crystal.[14] Furthermore, in the X-ray struc-
ture of the large ribosomal subunit from Deinococcus radiodur-
ans,[19] a domain orientation different from that in the isolated
complex was found. However, in the crystal structure of the
large ribosomal subunit from Haloarcula marismortui, the L11
region is completely disordered.[20] This indicates that this
region undergoes dynamic conformational changes.
Remarkably, cryoelectron microscopy (cryo-EM) and bio-


chemical studies of the ribosome indicate an important func-
tional role for the conformational dynamics of L11 during the
ribosomal cycle. The binding of the EF-Tu–aa–tRNA–GTP com-
plex leads to a large scale conformational rearrangement of
the GTPase-associated center of the ribosome and results in
direct contact between the rRNA and the elbow region of the
aa–tRNA.[21] In addition, Frank and co-workers showed that the
position of the N-terminal domain of L11 shifted upon binding
of EF-G–GTP to the ribosome and shifted even further after
GTP hydrolysis.[22] In line with these findings, thiostrepton is
thought to inhibit the translocation step of the elongation
cycle by blocking conformational rearrangement of the L11 N-
terminal domain. This in turn blocks conformational rearrange-
ment of the EF-G–ribosome complex after GTP-hydrolysis.[23,24]


In addition, in vivo genetic experiments have demonstrated
that it is the N-terminal domain of L11 that is important for
mediating the interaction of the ribosome with RF-1 and its
function in UAG-mediated termination,[25] which can again be
blocked by thiostrepton.[26]


To obtain a more detailed picture of the dynamic processes
that accompany RNA–protein interaction in the L11–RNA com-
plex, we investigated the conformation and dynamics of the
full-length L11 (amino acids 1–141). The protein from the hy-
perthermophilic eubacterium T. maritima was investigated in
its free form in solution by using NMR spectroscopy. In particu-
lar, the relative orientation of the N- (amino acids 1–71) and C-
terminal (amino acids 75–141) domains of the protein in its
free form were investigated by the analysis of long-range
structural information derived from heteronuclear-relaxation
rates and residual dipolar couplings. We show that the relative
orientation of the two domains is rigid and well defined in so-
lution. Comparison of the solution structure of the free protein
with the RNA-bound conformation, however, indicates a
domain reorientation upon RNA binding.


Results


Assignment


As reported previously,[27] essentially complete backbone as-
signments could be obtained with the exception of Met1,
Ala2, Pro22, and Pro73, the latter two preceding proline resi-


dues. Side-chain assignments are complete except for the
Pro74–Phe78 region (Figure 1).


Structure determination


The tertiary structure of L11 was determined by using the tor-
sion-angle simulated annealing protocol as implemented in
the CNX2002 program. A total of 4276 restraints (Table 1),
which represent an average of ~30 nontrivial restraints per
residue for amino acids 3–141, were used as the input for
structure calculations. These included 3584 NOE-based re-
straints, 179 torsion-angle restraints, 84 hydrogen-bond re-
straints, and 429 restraints derived from residual dipolar cou-
plings. The 20 structures with the lowest overall energy and
least NOE violations were chosen from an ensemble of 50-cal-
culated structures to represent the solution structure of L11.
These 20 structures were subjected to an additional round of
restrained energy minimization. However, residual dipolar-cou-
pling restraints in the relaxation-matrix refinement of the pre-
folded structures were excluded.[28]


The structural statistics are given in Table 2. The superim-
posed backbone coordinates of the 20 lowest energy struc-
tures are well aligned for the N-terminal domain (residues 5–
72). They have root-mean-square-deviation (RMSD) values of
0.28 K (0.77 K) for all backbone (heavy) atoms. The RMSD value


Figure 1. Strips taken from a 3D HNCO experiment that was optimized for
the detection of through-hydrogen-bond 2hJ(N,C’) scalar couplings. The re-
sults are for residues in the central b-sheet and a-helix a3 of the N-terminal
domain of L11. Cross peaks (blue) correspond to 2hJ(N,C’) couplings that are
due to the presence of a hydrogen bond. Black contours are due to
through-bond 1J(N,C’) couplings that were not completely suppressed by
the pulse sequence.
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for the C-terminal domain (residues 75–141) is 0.36 K (1.24 K)
for all backbone (heavy) atoms due to the presence of a dy-
namically disordered loop that spans residues 84–96. When
only the well-ordered regions of the C-terminal domain were
considered (residues 75–82, 96–141) the RMSD was 0.29 K
(0.82 K).


Structure of the domains


The N-terminal domain exhibits a compact fold that consists of
a three-stranded antiparallel b-sheet and two a-helices (Fig-
ure 2A, left). The four N-terminal residues are structurally disor-
dered. The connectivity of the secondary-structure elements is
b1–a1–a2–b2–b3. The two a-helices are packed against the
surface of the b-sheet. The N-terminus of helix a1 is formed by
two consecutive proline residues, Pro22 and Pro23. Interesting-
ly, the 13C-chemical shift difference between Cg and Cb of Pro23
indicates that the peptide bond preceding Pro23 is in the cis
conformation.[29] All other peptide bonds preceding proline
residues are in the trans conformation. The C-terminal domain
consists of a short two-stranded parallel b-sheet and three a-
helices (Figure 2A, right). The connectivity of the secondary
structure elements is a3–b4–a4–a5–b5. The structure of the
loop connecting a3 and b4 (residues 84–96) is not defined by
the NMR data. The backbone amide groups of this loop ex-
change rapidly with D2O and exhibit reduced 1H{15N}-HetNOE
values; this indicates dynamic disorder in this region (Figure 3).
The individual structures of the two domains of free L11 are


very similar to those in the RNA-bound state.[14] The average
RMSD value between the family of NMR and X-ray structures
for the N-terminal domain (residues 8–72) is 1.11�0.05 K. The
average RMSD value between the family of NMR and X-ray


structures for the C-terminal domain (residues 75–141) is
2.34�0.63 K. The larger RMSD value for the C-terminal domain
is due to differences in the structure of the loop that connects
helix a3 and strand b4 (residues 84–96, b-loop), which is disor-
dered in the NMR-structure, and of the loop that connects heli-
ces a5 and a6. When considering only residues in stable sec-
ondary-structure elements, the RMSD for the C-terminal
domain in its free and bound forms drops to 0.97�0.07 K.
Both of these disordered loops in the C-terminal domain are
involved in protein–RNA interactions and undergo an “in-
duced-fit” conformational change upon RNA-binding.[14,16]


However, beside residues with disordered side-chain and back-
bone conformation in the free state of the protein, the RNA-


Table 1. Experimental restraints.


Distance restraints


intraresidue (i�j=0) 970
sequential (j i�j j=1) 989
medium-range (j i�j j=5) 698
long-range (j i�j j>5) 917
interdomain 10
hydrogen bonds 84
total 3668
distance restraints/residue[a] 26.4


Dihedral-angle restraints
f, y(TALOS) 77


J-coupling restraints :
HNHA 102
RDC restraints:
N�H 92
Ca�Ha 72
HN�C’ 91
N�C’ 90
Ca�C’ 84
total 429
restraints/residue[a] 30.7


[a] Amino acids 3–141.


Table 2. Characterization of the ensemble of 20 NMR structures obtained
from T. maritima L11.


CNX energies [kcalmol�1][a]


Etotal 576.51�55.46
Ebond 40.82�6.42
Eangle 184.74�19.13
Eimproper 29.73�13.99
Evdw 53.62�6.73
ENOE 208.47�39.24
Ecdih 8.64�3.32


RMSD of the 20 best structures
NTD backbone atoms [K] 0.28
NTD heavy atoms [K] 0.77
CTD backbone atoms [K] 0.36
CTD heavy atoms [K] 1.24
all backbone atoms [K] 0.69
all heavy atoms [K] 1.70


RMSD from idealized geometry
bonds [K] 0.0046�0.0004
angles [8] 0.6843�0.0402
impropers [8] 0.6484�0.0590


RMSD from experimental restraints[b]


distances [K] 0.0389�0.0036
dihedral angles [8] 14.4188�0.7925
3JHNHA coupling [Hz] 2.4896�0.1187


Ramachandran analysis of N-terminal domain [%][c]


residues in most-favored regions 59.6
residues in additional allowed regions 30.8
residues in generously allowed regions 9.6
residues in disallowed regions 0


Ramachandran analysis for region 75–141 [%][c]


residues in most-favored regions 83.7
residues in additional allowed regions 14.3
residues in generously allowed regions 0.0
residues in disallowed regions 2.0


[a] These values were estimated by using CNX2002. The final values
of the force constants used for the calculations are as follows:
1000 kcalmol�1K�2 for bond lengths; 500 kcalmol�1 rad�2 for bond
angles and improper torsions; 4 kcalmol�1K�4 for the van der Waals
term; 50 kcalmol�1K�2 for NOE-derived and hydrogen-bonding distance
restraints ; 200 kcalmol�1 rad�2 for dihedral angle restraints; and
0.8 kcalmol�1Hz�2 for residual dipolar coupling restraints. [b] The distance
restraints include NOEs as well as hydrogen-bonding restraints. [c] The
values were calculated for residues 8–72, 75–86, and 96–141 by using
PROCHECK.[51]
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binding surface of the C-terminal domain contains a significant
number of amino acids with side-chain conformations that are
very similar to those in the RNA-bound form (Figure 3).[14]


These amino acids are mainly located in helices a3 and a6.
Thus, the RNA-binding surface of the CTD is a partially pre-
ordered RNA recognition platform.


Relative orientation of the domains


The two domains are connected by a short three-amino-acid
linker that is conformationally highly restricted since it contains
two consecutive proline residues (Thr72–Pro73–Pro74).
Figure 4 shows the longitudinal and transversal 15N-relaxa-


tion rates, R1 and R2. Uniform R1 and R2 values are observed for
most amino acids in both the N- and C-terminal domains of
the protein. Residues in the disordered b-loop of the C-termi-
nal domain (see above) are the only notable exceptions. The
ratio R2/R1 was used to calculate the overall rotational-correla-


tion times tC for the N- and C-terminal domains and
for the entire protein by using the Tensor 2.0 pro-
gram.[30] Only residues in stable secondary structures
with a 1H{15N}-HetNOE>0.8 were taken into account.
The overall rotational-correlation times for the N- and
C-terminal domains were 9.04 and 9.49 ns, respec-
tively; it was found to be 9.20 ns for the full-length
L11 protein. Based on the Stokes–Einstein equation,
these values should be expected for an extended
protein that has an axially symmetric rotational-diffu-
sion tensor (Dk/D? )=1.78, as calculated from the
solution structure of the free L11 and a molecular
weight of ~15 kDa. This correlates well with the mo-
lecular weight of the full-length L11 protein. In con-
trast, an overall rotational-correlation time of 6.0 and
5.8 ns for the N- and C-terminal domains, respective-
ly, would be expected if the two domains tumbled
completely independently in solution. Thus, the close
agreement of the rotational-correlation time of the
separate domains with the tc of the whole protein,
and the value predicted based on the Stokes–Einstein
equation indicate that L11 tumbles as a single rigid
unit in solution and the relative orientation of the do-
mains is well defined. In addition, none of the back-
bone amides close to or in the linker region show
signs of increased internal dynamics. The 1H{15N}-Het-
NOEs, R1-, and R2-relaxation rates that could be mea-
sured in the region between amino acids 65–80, are
all very similar to the values found for the remainder
of the protein (Figure 4).
However, only a limited number of interdomain


NOEs could be reliably assigned between the N- and
C-terminal domains of L11. These include NOEs be-
tween the side chains of residues Met52, Leu54, and
Thr72 of the N-terminal domain and Leu78, Thr111,
Pro114, and Leu116 of the C-terminal domain. By
using this limited amount of NOE-information, the
relative orientation of the two domains was not de-
fined unambiguously in the initial set of structure cal-


culations. However, incorporation of orientation information
that was provided by a large number of 1D(N,H), 1D(N,C’),
2D(HN,C’), and


1D(C’,Ca) residual dipolar couplings into the cal-
culations, allowed the determination of the relative domain
orientation (Figure 2B).


Comparison of domain orientation of free and RNA-bound
L11


To compare the domain orientation of L11 free in solution
with that in the RNA-bound form,[14] we aligned the C-terminal
domains of L11 in the two structures. Figure 5 shows all back-
bone heavy atoms (residues 75–141, excluding residues 84–96)
in the disordered b-loop. In the structure of the free form of
L11, the N-terminal domain is moved away from the RNA sur-
face so that a cleft is opened between the protein and the
RNA. Helix a1, as well as the RNA hairpin loop that contains
residues A1067 and A1095, become more exposed to the sol-


Figure 2. NMR solution structure of L11 from T. maritima in its free form. The 20 NMR so-
lution structures with the lowest energy were superimposed after energy minimization.
All backbone heavy atoms were used for the least-square superposition. A) Separate su-
perposition of the isolated N- (amino acids 1–72, left) and C-terminal (amino acids 75–
142, right) domains (NTD and CTD, respectively). a-helices are indicated in green and b-
strands in red. The boundaries of the secondary-structure elements are indicated. The
dynamically disordered loop that connects amino acids 84–96 (b-loop) in the C-terminal
domain is marked. B) Superposition of the structural ensemble that was obtained for the
full-length protein by using the orientational information that is inherent in the residual
dipolar-coupling data.
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vent. Thus, no RNA–protein interactions would be possible for
the N-terminal domain in the free conformation.
Furthermore, we compared the structure of free L11 with


that bound to the 70S ribosome (pdb1JQT), 70S ribosome–
EF-G–GTP (pdb1JQS), EF-G–GDP–fusidic acid (pdb1JQM),[22]


70S ribosome–recycling factor (RF-2; pdb1ML5),[31] 70S ribo-
some– EF-Tu–GDP–Kirromycin (pdb1R2X) complexes,[21] and
also to the structure of the D. radiodurans L11 bound to the


50S ribosomal subunit (pdb1NKW).[19] The domain orientation
of free L11 is different to its conformation in all these riboso-
mal complexes. The closest resemblances in the domain orien-
tation are found when comparing our structure to the L11
structures in the EF-G–GTP and EF-G–GDP–ribosomal com-
plexes (Figure 6B and C). In fact, the domain orientation of the


free L11 seems to be an intermediate between that
found in these two complexes (Figure 6B and C). To
obtain a more quantitative measure for the similarity
of the domain orientation in the different complexes,
we aligned the equivalent Ca positions of the C-termi-
nal domain of L11 free in solution with that in the
complexes. We then calculated the pairwise RMSD of
the equivalent Ca positions of the unaligned N-termi-
nal domains. The results are given in Table 3. RMSD
values of 5.76 and 6.05 K were obtained for the differ-
ence in N-terminal domain Ca positions between free
and ribosome-bound L11 in complex with EF-G–GDP
and EF-G–GTP, respectively. The largest deviation was
found for the orientation of the N-terminal domain of
free L11 and the EF-Tu complex (12.71 K).


Discussion


A common theme for the description of the interac-
tion of RNA with multidomain RNA-binding proteins
is the notion that the domain orientation in the free
protein is flexible and becomes well defined only


upon RNA binding. Here, we present the solution structure of
the ribosomal protein, L11, from the hyperthermophilic bacteri-
um T. maritima in its free form. L11 is a two-domain RNA-bind-
ing protein. The two domains are connected only by a short
linker of three amino acids that contains two proline residues.
Numerous structural studies of the large ribosomal subunit in
different functional states[19,21,22,31] and the isolated L11–RNA
complex[14] have been carried out by using X-ray or cryo-EM


Figure 3. The RNA-binding surface of the C-terminal domain is a partially
preorganized RNA recognition platform. The side-chain conformations of
amino acids that are involved in RNA-binding obtained from the RNA–L11
X-ray structure[14] (gold) are compared with those from the NMR solution
structure of free L11 (blue).


Figure 4. Internal dynamics of L11 free in solution. A) Backbone amide 1H{15N}-HetNOE
values, B) backbone 15N R1-relaxation rates, C) backbone 15N R2-relaxation rates, and
D) the R2/R1 ratios for T. maritima L11 at 25 8C. The data were recorded at a field strength
of 14.1 T. The positions of the stable secondary-structure elements along the sequence
are indicated and the location of the dynamically disordered b-loop is highlighted. The
interdomain linker is located between strand b3 and helix a3.


Figure 5. Relative orientation of the N-terminal domain of L11 to L11-bound
RNA[14] and free L11. To compare the relative domain orientation in the two
structures, only the two C-terminal domains are superimposed. The RNA is
depicted as a van der Waals surface representation in gray, the backbone
trace of bound L11 is shown in red and free L11 in green.
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techniques. These have revealed a number of different L11
conformations that, in concert with biochemical[13,23] and NMR
data, indicate that L11 is a flexible protein with a fixed domain
orientation only in its RNA-bound state. Interestingly, our NMR
structure of free L11, which is based on a large number of
long-range orientational restraints together with 15N-relaxation
data, suggests that the domain orientation of L11 is well de-
fined even free in solution. Therefore, RNA binding to the pro-
tein does not induce a disorder-to-order transition but rather a
domain-reorientation process; free L11 has a fixed domain ori-
entation that changes upon complex formation with RNA. This
domain reorientation is accompanied by an “induced-fit”-type
interaction of a disordered loop in the C-terminal domain of
L11. This loop becomes structured upon RNA-binding as ob-
served by NMR spectroscopy of the isolated C-terminal domain
of the B. stearothermophilus L11.[16–18]


A domain-reorientation process is energetically less costly
for the RNA-binding process; it might lower the entropic pen-
alty for complex formation that is associated with the transi-
tion from a disordered state to an ordered domain orientation.
Therefore, it is tempting to speculate that a fixed-domain ori-


entation in the “free” state of
the protein is a mechanism for
hyperthermophilic organisms to
enhance the stability of RNA–
protein complexes by lowering
the entropic costs. Dynamic
NMR studies of the C-terminal
domain of L11 from the moder-
ately thermophilic B. stearo-
thermophilus (BstL11-CTD) have
been carried out.[16,17] These
show that BstL11-CTD in its free
form is conformationally hetero-
geneous with respect to the cis–
trans isomerization of proline
peptide bonds but homogene-
ous in its RNA-bound form.[16] No
such conformational heteroge-


neity is observed for free L11 from T. maritima. This indicates
that L11 from T. maritima is indeed a more preordered RNA-
binding platform than BstL11-CTD that favors complex forma-
tion. However, the linker length and sequence are highly con-
served in L11 proteins from both mesophilic and thermophilic
organisms. This linker is only three amino-acids long and in-
cludes the two prolines that contribute to restricting its confor-
mational variability. Thus, a more or less fixed domain orienta-
tion might also be found in other L11 proteins, but no structur-
al data are available for proteins isolated from mesophilic or-
ganisms.
It is interesting to note that the domain orientation of L11 in


solution is different to all its conformations found in functional
ribosomal complexes. Thus, in all these complexes, L11 must
be somewhat strained compared to its ground-state conforma-
tion in solution. Taken together with the highly conserved con-
formational restriction of the linker itself, this suggests that L11
might act as a “spring-load” during the ribosomal cycle; that is,
it stores and forwards energy by adjusting its domain orienta-
tion. This would extend the proposals that suggests a function-
al role for L11 conformational transitions during ribosome
function.[23,24] It could also suggest that thiostrepton acts by
fixing this spring in position.


Experimental Section


Sample preparation : The gene coding for L11 was cloned from
T. maritima genomic DNA (American Type Culture Collection,
43589D) by using PCR. It was inserted into plasmid pET11a (Nova-
gen) and over-expressed in E. coli BL21(DE3) either in 15N- or 15N/
13C-labeled form. This was done by growing the bacteria in M9-
minimal medium that contained only 15N-labeled NH4Cl and


13C-la-
beled glucose (Cambridge Isotope Laboratories, Cambridge, MA,
USA) as the sole nitrogen and carbon sources. Purification of the
protein consisted of a heat denaturation step followed by cation
exchange chromatography on a SP-Sepharose column (Pharmacia).
This resulted in >95% pure protein with excellent solubility and
long-term stability. Samples for NMR spectroscopy contained pro-
tein (~1.2 mm) in buffer (20 mm KHPO4, pH 6.2, 50 mm KCl, 10%
2H2O).


Figure 6. Comparison of the relative domain orientation of free and ribosome-bound L11 in different functional
ribosomal complexes. The C-terminal domain of free L11 (red) was aligned with the C-terminal domain of: A) L11
bound to the E. coli 70S ribosome (green, pdb1JQT),[22] B) L11 bound to the E. coli 70S ribosome–EF-G–GMPPCP
complex (dark blue, pdb1JQM),[22] C) L11 bound to the E. coli 70S ribosome–EF-G–GDP–fusidic acid complex
(black, pdb1JQS),[22] D) L11 bound to the E. coli 70S ribosome–EF-Tu–GDP–kirromycin complex (blue, pdb1R2X),[21]


and E) L11 bound to the E. coli 70S ribosome–RF-2 complex (dark green, pdb1ML5).[31] The disordered b-loop
region was not taken into account for the alignments and was removed for clarity.


Table 3. Comparison of the relative domain orientation of free L11 with
RNA-bound L11[14] and ribosome-bound L11 in different functional com-
plexes.[19,21,22,31] Pairwise RMSDs between free and bound L11 in equiva-
lent Ca positions in the N-terminal domains are given. The values were
obtained after the alignment of the C-terminal domains. Only Ca atoms in
stable secondary-structure elements were taken into account.


1MMS[a] 1NKW[b] 1JQT[c] 1JQS[d] 1JQM[e] 1R2X[f] 1ML5[g]


RMSD 3.95 4.86 3.87 3.42 2.75 5.75 3.94


[a] X-ray structure of T. maritima L11 bound to RNA;[15] [b] L11 bound to
the 50S ribosomal subunit of D. radiodurans;[19] [c] L11 bound to the
E. coli 70S ribosomal subunit ;[22] [d] L11 bound to the E. coli 70S ribosomal
subunit when in complex with EF-G–GTP;[22] [e] L11 bound to the E. coli
70S ribosomal subunit when in complex with EF-G–GDP–fusidic acid;[22]


[f] L11 bound to the E. coli 70S ribosomal subunit when in complex with
EF-Tu–GDP–kirromycin.[21] [g] L11 bound to the E. coli 70S ribosomal sub-
unit when in complex with RF-2.[31]
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NMR spectroscopy : Spectra were acquired at 25 8C on Bruker
DRX600 and DRX700, and Varian UNITYINOVA600 and 750 spectrom-
eters that were equipped with z-axis gradient 1H{13C,15N} triple-res-
onance probes. Spectra were processed with XWINNMR3.0 (Bruker)
or VNMR (Varian) and analyzed with XEASY.[32]


Sequential backbone and side-chain resonance assignments were
obtained from a combination of 3D HNCACB, CBCA(CO)NH, HNCO,
H(CCCO)NH, (H)CC(CO)NH, HBHA(CO)NH, and HCCH-TOCSY experi-
ments (reviewed in ref. [33]) as described elsewhere.[27] 1H chemical
shifts were referenced to TMSP at 0.00 ppm and 13C and 15N chemi-
cal shifts were calculated from the 1H frequency.[34]


Distance restraints were derived from the 3D 15N-edited NOESY
(140 ms), 3D 13C-edited NOESY (140 ms), and a 3D 13C-edited
NOESY (140 ms) that were optimized for the aromatic carbons.
Upper bounds for distance restraints were classified into ranges of
3.0, 4.0, and 5.5 K that were based upon relative NOE volumes of
the cross peaks. Upper bounds of 4.5 K were used for distances
derived from HN�HN NOEs. All lower bounds were set to 1.8 K. 3J-
(HN,Ha) coupling constants were measured from a quantitative
HNCA-J experiment.[35] The dihedral angle restraints for f were set
to �120�208 and �50�208 for 3J(HN,Ha) coupling constants
above 8 Hz and below 4 Hz, respectively.


Residual dipolar couplings were measured in aligning medium (5%
(C12E5/water) polyoxyethylene-5-lauryl ether (Sigma)/hexan-1-ol
(Sigma; r=0.96, C12E5/hexan-1-ol) in 20 mm KPO4, pH 6.2, 50 mm


KCl, 10% 2H2O).
[36] The 1D(N,H), 1D(N,C’), and 2D(HN,C’) residual dipo-


lar couplings were extracted from an IPAP-HSQC spectrum;[37] 1D-
(C’,Ca) residual dipolar couplings were extracted from a HNCO-ex-
periment[38,39] without Ca-decoupling; and


1D(HaCa) residual dipolar
couplings were extracted from a HNCOCA-experiment[40] without
Ha-decoupling during carbon evolution. Only peaks that could be
tracked reliably and positions that could be determined unambigu-
ously were analyzed. Data for residues with 1H�15N heteronuclear
NOE values less than 0.65 were excluded from the structure calcu-
lations.


2hJ(N,C’) coupling constants across hydrogen bonds were measured
by using a standard 3D HNCO with a 133 ms time for the N�CO
transfer step.[41] Hydrogen bond restraints were introduced for
each observed 2hJ(N,C’) coupling (Figure 1). Hydrogen exchange
rates were measured from a series of 1H,15N-HSQC spectra that
were recorded at 25 8C after addition of 2H2O to lyophilized pro-
tein. The spectra were recorded at 20 min intervals for up to 4 h.
Additional hydrogen-bond restraints for amide groups that
showed slow exchange were introduced in later stages of structur-
al calculations, when the acceptor group could be identified unam-
biguously. (Amide groups were still present after 1 h 20 min sub-
sequent to D2O addition, Figure S1 in the Supporting Information).
Every hydrogen-bond restraint was represented by two distance
restraints of 2.0 K�0.3 (between H and O) and 3.0 K�0.3 (be-
tween N and O).


Structure calculation : Structures were calculated by using the si-
mulated annealing protocol with torsion-angle dynamics imple-
mented in the CNX 2002 program (Accelrys, Inc. , San Diego, CA,
USA). In the first step of the calculations, ~2000 NOEs were incor-
porated into the torsion-angle dynamics and simulated annealing
protocols.[42,43] A family of low-energy structures was obtained
from these calculations that defined the overall fold. Refinement of
these initial structures was accomplished by using the NOAH pro-
tocol.[44] New NOE assignments were accepted by NOAH if they
agreed with the manually derived NOEs. After twelve iterations, ap-
proximately 1000 additional NOE assignments were derived. In the


final round of refinement 92 1D(N,H), 90 1D(N,C’), 91 2D(HN,C’), 72
1D(Ha,Ca), 91


2D(HN,C’), and 84 1D(C’,Ca) residual dipolar couplings
were incorporated. NOE-derived distance restraints, angular re-
straints from TALOS,[45] 3J(HN,Ha) coupling constants, and hydrogen
bond restraints were also incorporated. 1D(N,C’), 2D(HN,C’), 1D(C’,Ca),
and 1D(Ha,Ca) values were normalized relative to 1D(N,H) values.[46]


The axial (Da) and rhombic (Dr) components of the alignment
tensor were estimated from the powder pattern of the residual
dipolar-coupling histogram and confirmed with the program
MODULE.[47,48] The final values of Da and Dr were approximately
12.4 and 0.24 Hz, respectively. A single alignment tensor was de-
rived for the whole protein. A pseudotetra atom representing the
origin of the alignment tensor was introduced for structural calcu-
lations by using residual dipolar couplings. The bond length of the
pseudoatoms was set to 10 K to decrease the overall energy and
to increase the convergence rate, as described by Ye et al.[49]


Dynamics calculation : 15N-R1- and 15N-R2-relaxation rates and
1H{15N}-HetNOEs were measured as described by Wagner and co-
workers.[50] Through the analysis of these spectra, the relaxation
histograms that correlated HetNOE values and R2/R1 ratios as a
function of residue number were calculated. The overall correlation
time tC was determined from the experimental relaxation data R2/
R1 by using the Tensor 2.0 program.[30]
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Protein kinases are important drug targets, but kinase inhibi-
tors ought to be selective and specific in order to avoid side
effects in the clinic. Kinase inhibitors that do not target the
highly conserved ATP-binding site, but that target an allosteric
site, are generally expected to be more selective for the target
kinase and thus have a better clinical profile. Here we propose
an NMR-based strategy to discover and optimize allosteric
kinase inhibitors. The approach uses a spin-labeled adenine
analogue to detect allosteric kinase ligands by paramagnetic
relaxation enhancement.
Protein kinases comprise a large family of enzymes that cat-


alyze the transfer of the terminal phosphate from ATP (adeno-
sine triphosphate) to protein substrates, specifically to the hy-
droxyl group of serine or threonine (Ser/Thr kinases) or tyro-
sine (Tyr kinases). Protein kinases play a crucial role in signal
transduction and thereby regulate central cellular processes
such as cell-cycle control, growth control, apoptosis, and tran-
scriptional activation.[1] Kinase activity is generally tightly regu-
lated, but can get out of control with overactive or constitu-
tionally activated kinases. Several pathological states or diseas-
es, such as cancer, can be a consequence of kinase overactiva-
tion. Small molecules that can modulate kinase activity in vivo
are therefore of high therapeutic interest, and those kinases
with a central and specific role in a particular disease are phar-
maceutically highly relevant drug targets.[2, 3] A recent example
of successful target selection and inhibitor design is the clinical
success of Gleevec;, a low-molecular-weight inhibitor of the
constitutionally activated tyrosine kinase, Bcr-Abl.[4]


Protein kinases generally consist of a catalytic (SH1) domain
and one or several regulatory (e.g. SH2 or SH3) domains. The
catalytic domains have a conserved three-dimensional fold
with a bilobed structure: an N-terminal lobe consisting mainly
of b sheets and a C-terminal helical lobe (Figure 1). The catalyt-
ic site is located near a hinge region that connects these two
domains.[5] Kinases can adopt multiple conformational states
that are associated with the degree of catalytic activity : fully
active kinases are generally phosphorylated in their activation


loop, which adopts a conformation that allows for optimal
binding of ATP/Mg2+ and substrate protein, and for efficient
transfer of the phosphate group of ATP. There are several regu-
latory mechanisms by which a kinase becomes down-regulated
or “inactive”. The conformational consequence of kinase down-
regulation can be movement of the activation loop or other
components so that the substrate cannot be efficiently bound
to the kinase catalytic domain.[6] Besides the ATP-binding site
and the substrate binding site, allosteric binding sites occur in
kinases, often at sites with regulatory control function.[6–9]


More than 500 kinases are estimated to be encoded in the
human genome. All of them bind ATP/Mg2+ , and the ATP-bind-
ing site is highly conserved both in amino acid sequence and
in three-dimensional structure. Kinase inhibitors that target the
ATP site in an active kinase conformation (type I inhibitors)
might therefore have a higher risk of clinical liabilities due to
lack of selectivity against other kinases. The ATP-binding site
changes shape and becomes structurally less conserved when
it is in a down-regulated conformation. Kinase inhibitors that
target the ATP-binding site in a down-regulated conformation
(type II inhibitors) might therefore have better selectivity and
specificity, and hopefully a better clinical profile. Glivec/Gleevec
is such a type II kinase inhibitor. While not being perfectly se-
lective, it targets the ATP site of Bcr-Abl in its down-regulated
conformation.[4,10] The best selectivity profile might be possible
for inhibitors that bind outside the ATP site, at the substrate
site or an allosteric binding site. These sites are not generally
conserved, and high selectivity against other kinases can hope-
fully be achieved.[9,11–13]


Most known kinase inhibitors are type I or II inhibitors.[8, 14]


This is probably due to the fact that most kinase inhibitor
screens are performed by using biochemical functional assays
with purified and activated recombinant kinase. Allosteric
kinase inhibitors are not identified by these assay types if they
do not inhibit kinase catalysis per se, although they might in-
hibit kinase activation or signal transduction. Allosteric kinase


Figure 1. Principle of the experiment. Spin-labeled adenine analogue 3 is
bound to the ATP-binding site. Any ligand that binds simultaneously but
at a different binding site feels the paramagnetic relaxation enhancement
mediated by 3. The structure of MEK2 in complex with PD334581 and ATP[9]


is shown here solely to illustrate the technique.
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inhibitors can be identified in cellular assays or in biophysical
binding assays, for example.
NMR spectroscopy provides a robust biophysical binding


assay with high sensitivity for weak binding interactions. NMR
also offers the possibility to characterize a protein–ligand inter-
action by structural methods or by competition experiments.
Allosteric kinase ligands can, in principle, be identified by
using established NMR screening methods in the presence of
high concentrations of adenine or an adenine derivative (AMP,
ATP, or the nonhydrolyzable ATP analogue, AMPPNP), or in the
absence of an adenine derivative but followed by competition
experiments with an adenine derivative. Those hits that are
not competitive with the adenine derivative are expected to
bind outside of the ATP-binding site. Unfortunately, the inter-
pretation of these competition experiments is complicated,
since ATP binding can lead to a conformational change in the
allosteric binding site, so that the affinity of an allosteric ligand
can be modulated by ATP binding, which can easily be mis-
interpreted as competitive binding. In this communication, we
describe a novel method to identify kinase inhibitors that bind
outside the ATP-binding site, followed by a description of our
protocol for NMR-based optimization of these inhibitors.
Our approach to the detection of allosteric kinase inhibitors


involves a spin-labeled adenine analogue, such as 3. Spin


labels, like the NO radical, have a free electron and are para-
magnetic. They exert drastic and long-ranging paramagnetic
relaxation enhancement effects on any nuclear spin within a
distance of 15–20 K.[15–17] This feature has been widely used for
the structural characterization of proteins, and we have dem-
onstrated its use for the detection and characterization of pro-
tein–ligand interactions.[18,19] Spin labeling of the protein as in
the SLAPSTIC experiment[19] allows for efficient identification of
any protein ligand, while spin labeling of a given ligand per-
mits the identification of a second ligand that binds simultane-
ously and in the vicinity of the first ligand.[18] The identification
of such a second-site ligand is key for the linked-fragment
strategy of fragment-based ligand design.[20]


The use of spin-labeled ligands can be further extended to
the identification of allosteric inhibitors when the binding site
of a known ligand is close to an allosteric site. This applies to
kinases. If an adenine derivative is spin-labeled, another kinase
ligand that binds to a second site will feel the paramagnetic
relaxation enhancement effects if and only if it is bound simul-
taneously and within 15–20 K of the spin-labeled adenine de-
rivative (Figure 1). If the other ligand binds to the ATP-binding


site, the same as the spin-labeled adenine derivative, the li-
gands will never be bound at the same time, and no paramag-
netic relaxation enhancement effects will be conferred on the
second ligand. This allows unambiguous identification of li-
gands that bind outside the ATP-binding site, including at an
allosteric binding site. In addition, when working with down-
regulated kinases, ligands that bind within the extended ATP-
binding site can be identified.
Figure 2 shows a typical profile of a kinase ligand that binds


outside the ATP-binding site. T11 relaxation spectra are shown
with a short (10 ms) relaxation period in black and a long
(200 ms) relaxation period in gray. A weaker signal in the
200 ms spectrum corresponds to faster relaxation, which can
be indicative of protein binding or of paramagnetic relaxation
enhancement. Figure 2A shows spectra of the free compound,
which relaxes slowly as expected for a small molecule. Upon
addition of kinase (Figure 2B), faster relaxation is observed;
this indicates binding of the compound to the kinase. Relaxa-
tion is increased even further when the spin-labeled adenine
analogue 3 is added. This is the crucial experiment and shows
that the compound binds to a binding site distinct from but
within 15–20 K of the ATP-binding site. The degree of para-
magnetic relaxation enhancement depends on the concentra-
tions of protein (here 5 mm), test compound (200 mm), and spin
label (50 mm), on the affinities of test compounds and spin
label, and on the distance between test compound and spin
label. Figure 2D shows a control experiment in which the spin
label has been reduced by addition of ascorbic acid. Relaxation
is slowed down again; this indicates that the enhanced relaxa-
tion after addition of the spin label is, in fact, due to paramag-
netic relaxation enhancement. In a separate control experi-
ment, compound and spin label 3 were added in the same
concentrations as for Figure 2C, but without kinase. The result-
ing spectrum was indistinguishable from the spectra shown in
Figure 2A; this indicates that there is no direct interaction be-
tween spin label and inhibitor, and that only the kinase brings
those molecules into spatial proximity.
Care has to be taken to ensure that the spin-labeled adenine


analogue binds exclusively to the ATP-binding site. If it addi-
tionally bound to another binding site, a test compound bind-
ing to the ATP site would yield an identical profile to that
shown in Figure 2, and would therefore be misinterpreted as
allosteric ligand. Several control experiments are suitable to
test for nonspecific binding of the spin-labeled adenine ana-
logue. After reduction of the spin label (to make the signals of
the spin label visible), the spin label should be completely dis-
placed by excess ATP or AMPPNP. In addition, for experiments
in which an adenine derivative is added as “test compound”,
no paramagnetic relaxation enhancement should be observed
for the adenine derivative in the presence of spin-labeled ade-
nine. In our experiments, some kinases were found to bind the
spin-labeled adenine 3 nonspecifically. For these kinases, more
hydrophilic spin-labeled adenine analogues might reduce the
amount of nonspecific binding. Work along these lines is in
progress. Moreover, paramagnetic metals cause drastic relaxa-
tion effects on neighboring nuclear spins. Kinases bind Mg2+/
ATP, and Mg2+ can be replaced by paramagnetic Mn2+ . Kinases
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complexed to Mn2+/ATP can also be used to screen for novel
ligands.[21] However, care must be taken since Mn2+ binds non-
specifically to several protein sites.
The affinities of fragments that are allosteric kinase inhibitors


are generally very weak, and methods to improve their affinity
are an integral part of fragment-based ligand design. As dis-
cussed above, allosteric kinase inhibitors cannot always be de-
tected in a simple enzymatic assay with purified and activated
kinase, so that IC50 determination for the optimization of allos-
teric inhibitors cannot always be performed in biochemical
assays. Therefore an NMR-based strategy is described in the
following. Compounds can be conveniently optimized with re-
spect to potency by using competition-based formats, such as
NMR reporter screening.[22–24] Reporter screening measures the
ability of test compounds to displace a “reporter ligand”
bound to the protein target. It allows the determination of KD
for a test compound relative to the KD of the reporter ligand. If
the KD of the reporter ligand has been determined by using
other methods, such as isothermal titration calorimetry (ITC) or
chemical shift mapping, absolute KD values can be deduced by
reporter screening. For practical purposes, relative KD values
are often sufficient. The degree of reporter-ligand displace-
ment as function of test-compound affinity (and concentration)
depends on a variety of parameters, and can be solved numer-
ically or analytically.[25] It can also be experimentally deter-
mined in a straightforward way by using T11 relaxation experi-
ments. As can be confirmed by numerical simulations, the T11
relaxation rate of a reporter ligand at double concentration is
identical to its T11 relaxation rate at the original concentration,
if a test compound with equal affinity is added at equal con-
centration. This procedure allows experimental calibration of
reporter-ligand displacement and is useful for quickly identify-
ing compounds with higher affinity than the reporter ligand.
Quantization of reporter screening generally works best for


test compounds with KD values within one order of magnitude
of that of the reporter ligand. If the potency of a test com-
pound is higher by more than one order of magnitude, the re-
porter ligand is almost completely displaced, and quantization
becomes imprecise. In order to alleviate this limitation, the cur-
rent reporter ligand can be replaced by a more potent one as
soon as a more potent compound has been identified, for
example by screening compounds selected from similarity
searches or chemical-optimization efforts (Figure 3). By per-
forming this “reporter hopping”, one can gradually increase
the potency of test compounds, thereby allowing precise
quantization of the binding affinity. As an added benefit,
protein demands become less as the potency of compounds
increases, since less protein is generally needed to detect
higher-affinity compounds.
The described strategies for identification and optimization


of allosteric kinase inhibitors have the potential to facilitate the
discovery of non-ATP-competitive kinase inhibitors that might
exhibit better selectivity profiles than ATP-competitive inhibi-
tors.Figure 2. NMR profile of an allosteric kinase inhibitor. T11 relaxation spectra


are shown with relaxation periods of 10 ms (black) and 200 ms (gray). The
concentrations used were 5 mm kinase, 200 mm inhibitor, and 50 mm 3. The
spectra were recorded at 296 K on a Bruker DRX600 NMR spectrometer with
256 scans each.
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Figure 3. Principle of “reporter hopping”. A weakly binding ligand (KD=100 mm), typically from a fragment screen,
is taken as reporter ligand, and a follow-up library of compounds, selected by similarity search or from a chemical
optimization series, is screened for their ability to displace the reporter ligand. The degree to which a test com-
pound with equal or higher binding affinity displaces the reporter ligand can be calibrated beforehand (see text).
If better test compounds are identified in round 1, the best of these becomes the new reporter ligand (KD=
20 mm). A new displacement calibration is undertaken, and a second follow-up library is screened in round 2 to
identify ligands that are better than the 20 mm reporter ligand, and so on. This iterative screening against im-
proved reporter ligands allows a rapid assessment of compound potency improvement.
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Introduction


The conformation and dynamics of non-native proteins can
have widely different characteristics. These can range from
completely random-coil states, molten globule and partially
folded conformations to those that, although mostly unstruc-
tured, still retain some residual native structure. Over the last
decade, high-resolution NMR spectroscopic studies of isotopi-
cally labelled proteins have allowed a detailed delineation of
the dynamics of non-native states and have also shown that
both local and global residual structures can exist in these
states. Such a description at atomic resolution is of importance
for understanding the properties of the starting point of pro-
tein refolding. They could also be of importance for the under-
standing of the kinetics and probability of misfolding.


The structure of proteins can be stabilized by disulfide
bonds. The dynamics around disulfide bonds can vary substan-
tially in different protein states. Despite the fact that free rota-
tion can occur around the S�S bond in the native state of a
protein, in general it is slow and not detectable in many pro-
teins by NMR spectroscopy. For example, in native wild-type ly-
sozyme all four disulfide bridges are found to be locked into
one predominant conformation on the NMR time scale. How-
ever, there are also reports on slow disulfide dynamics in
native proteins. NMR studies on native bovine pancreatic tryp-
sin inhibitor (BPTI) have revealed[1,2] that some of the residues
around the C14�C38 disulfide bridge exist in two identifiable
conformations between 277–293 K, and have elevated T2


values at 309 K. This suggests that there is rotation around the
S�S bond between C14 and C38. Similar changes in relaxation
rates have been reported for interleukin 4.[3] Slow chemical ex-
change involving different conformations of the disulfide bond
has also been identified in cyclic peptides.[4–6]


Little is known about this phenomenon for non-native states
of proteins. Most NMR investigations thus far have focused
either on proteins that lack disulfide bridges,[7–9] on states in
which cysteine bridges have been permanently reduced[10,11] or
in which some or all cysteine residues have been substituted,
for example, by alanine.[12–14] van Mierlo et al.[13,15] studied an
analogue of the predominate folding intermediate of BPTI in
which only one of the three native disulfide bonds was pres-
ent, between C30 and C51, and the other cysteine residues
were replaced by serine. This mutant was partly folded, which
was thought to be the reason why it predominates, and was in
equilibrium with a completely unfolded form. Backbone-dy-
namics studies showed that the regions that contained the
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This report describes NMR-spectroscopic investigations of the
conformational dynamics of disulfide bonds in hen-egg-white ly-
sozyme substitution mutants. The following four systems have
been investigated: 2SSa, a lysozyme variant that contains C64A,
C76A, C80A and C94A substitutions, was studied in water at pH 2
and 3.8 and in urea (8m, pH 2); 2SSb lysozyme, which has C6S,
C30A, C115A and C127A substitutions, was studied in water
(pH 2) and urea (8m, pH 2). The NMR analysis of heteronuclear
15N-relaxation rates shows that the barrier to disulfide-bond


isomerisation can vary substantially in different lysozyme mu-
tants and depends on the residual structure present in these
states. The investigations reveal cooperativity in the modulation
of micro- to millisecond dynamics that is due to the presence of
multiple disulfide bridges in lysozyme. Mutation of cysteines in
one of the two structural domains substantially diminishes the
barrier to rotational isomerisation in the other domain. However,
the interactions between hydrophobic clusters within and across
the domains remains intact.
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other disulfide bridges in the wild-type BPTI were
flexible. The authors interpreted this flexibility as nec-
essary for the rapid formation of the remaining disul-
fide bridging.


In this report, we show that the rotational inter-
conversion of the R/S stereoisomers around disulfide
bonds is one of the key determinants of microsecond
to millisecond dynamics of non-native states of pro-
teins. It influences the conformational heterogeneity
of proteins when unfolded in high concentrations of
denaturants. Furthermore, it affects the rate of disul-
fide-bond formation in oxidative refolding, which
constitutes one rate-limiting step in the folding of
proteins with multiple disulfide bonds. Oxidative
folding has been studied in great detail in vitro, for
example, for ribonuclease A,[16–20] BPTI[21–23] and hen-
egg-white lysozyme.[24–27] Initial in vivo investigations
into the process have also been performed, for exam-
ple, on the HIV-1 envelope glycoprotein.[28] However,
many aspects of the role of disulfide bridges in pro-
tein folding remain poorly understood. Some pro-
teins can attain their native fold prior to the forma-
tion of disulfide bridges. This indicates that in such instances
the disulfide bridges provide a stabilising effect in the final
structure. Other proteins fail to fold in the absence of some di-
sulfide bridges; for example, the absence of two of the disul-
fide bridges in the b-domain of hen-egg-white lysozyme (be-
tween cysteines 64–80 and 76–94) destroys its ability to
refold.[29,30]


We have studied hen-egg-white lysozyme mutants in which
the disulfide bonds have been removed. Lysozyme contains
two structural domains: the a-domain, which contains residues
1–35 and 85–129, and the b-domain, which comprises residues
36–84.[31–33] It has eight cysteine residues that form two disul-
fide bridges in the a-domain (C6–C127 and C30–C115) and
two in the b-domain (C64–C80 and C76–C94), as shown in
Figure 1.


Using 15N transverse heteronuclear-relaxation rates (R2), we
have investigated the backbone dynamics of two lysozyme
mutants in which either the disulfide bonds in the a- or b-
domain have been removed. Previous dynamical studies of ly-
sozyme[10,34,35] that was either
denatured in urea (8m) or dis-
solved in water at pH 2, have in-
dicated the presence of hydro-
phobic clusters that are mostly
centred around the tryptophan
residues, and of ms–ms ex-
change processes that are cen-
tred around the disulfide
bridges. This study builds on the
previous report by Noda et al.
who studied the doubly disul-
fide-bridged variant of lysozyme,
2SSa, which has intact disulfide
bridges in the a-domain only.
This group was able to show


that the protein is partially folded in water at pH 3.8 whereas
the 2SSb variant, which has intact disulfide bridges in the b-
domain only, was unfolded under the same conditions.[29,30,36]


Results


The current investigations have been performed with two lyso-
zyme mutants in two different solvent systems. Mutant 2SSa,
which contains the substitutions C64A, C76A, C80A and C94A
and in which only the a-domain disulfides are intact, was stud-
ied in water (pH 3.8) and urea (8m, pH 2). The second mutant,
2SSb, with the substitutions C6S, C30A, C115A and C127A and
in which only the b-domain disulfides are intact, was studied
in water (pH 2) and urea (8m, pH 2). Table 1 lists the lysozyme
variants that have either been studied here or previously and
summarises their dynamical characteristics. References are in-
cluded for variants that are the subject of previous studies;
those presented here are highlighted in bold.


Figure 1. Ribbon diagram of the structure of wild-type hen-egg-white lysozyme derived
from its crystal structure[31] (6LYZ) from the Protein Data Bank (http://www.rcsb.org/pdb/
index.html). The eight cysteine residues that form the disulfide bridges are shown in
yellow and their positions in the sequence are indicated. Separate diagrams of the four
disulfide bridges are also shown, viewed along the S�S bond. Angles were measured in
Insight (Biosym/MSI, CA, USA).


Table 1. Summary of the behaviour of different lysozyme species under various denaturing and nondenaturing
conditions.


Lysozyme
species


in water in urea (8m, pH 2)


4SS-WT folded[43] Random-coil behaviour, nonrandom clusters and
ms–ms dynamics observed[10]


0SS-WT random-coil behaviour, nonrandom clusters
observed[34]


random-coil behaviour, nonrandom clusters
observed[10,34]


0SS-W62G random-coil behaviour, no nonrandom clus-
ters[34]


not studied


4SS-W62G folded, HSQC spectrum is identical to WT
spectrum


random-coil behaviour, ms–ms dynamics almost
eliminated[34]


2SSa[a] at pH 3.8 partly folded random-coil behaviour
2SSb[a] at pH 2.0 random-coil behaviour random-coil behaviour


[a] Hen-egg-white lysozyme mutants studied in this work.
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Resonance assignments of lysozyme 2SS variants


Assignments of the 1H and 15N resonances of 2SSa and 2SSb


were carried out by using 3D-NOESY-HSQC and 1H,15N-HSQC
experiments and are given in the Supporting Information. In
most parts, resonance assignments could be obtained by
using the strategy outlined before for non-native protein
states.[10,37]


Of the 129 residues, 107 could be assigned for 2SSa in water
(pH 3.8) ; resonance assignments were mainly missing for resi-
dues in the b-domain. The assignments obtained mostly
agreed with those of Noda et al.[30] The 1H,15N-HSQC spectrum
of partly folded 2SSa in water (pH 3.8) contains more than the
expected 127 backbone NH resonances. Some of the unas-
signed peaks were considerably weaker than the other reso-
nances. This indicates the presence of a minor, less folded con-
former of the lysozyme variant as was also seen for a partially
folded intermediate of BPTI.[13] Five of these weaker resonances
with 15N chemical shifts of around 108–110 ppm—a region
where only glycine resonances are observed in a random-coil
protein—were observed in addition to the twelve assigned
glycines. The weaker residues increase in relative intensity as
the temperature increases. This indicates that the equilibrium
moves more towards the unfolded conformation (Figure S1 in
the Supporting Information). For all the denatured 2SS var-
iants, a substantial proportion of the peaks could be assigned
(107 for 2SSa in 8m urea, 108 for 2SSb in 8m urea and 96 for
2SSb in water ; all solutions were at pH 2). In general, resonan-
ces of residues from the b-domain were more difficult to
assign. This was either due to the presence of mutations in
this region, or because the peaks are significantly broadened
due to the presence of the disulfide bridges.


Since the chemical shifts of the denatured variants are
mostly very similar to those of wild-type (WT) lysozyme,[10] simi-
lar conclusions on the presence and position of secondary
structures in the mutants can be drawn. The chemical shifts
are generally very close to values measured for unstructured
peptides[38] and significant changes in Ha shifts are seen in par-
ticular regions of the sequence (between residues 19–32, 58–
63, 106–112 and 120–125). A further discussion of residual sec-
ondary structure as evidenced from these chemical shifts has
been published previously for other lysozyme mutants[10] and
is beyond the scope of the present publication.


Interpretation of backbone dynamics


Measurement of the backbone dynamics of denatured proteins
can reveal important aspects of the structural characteristics
and motions of the non-native states. Common measurements
for the investigation of backbone dynamics in proteins are the
15N-heteronuclear relaxation rates R1 and R2 and the steady-
state 1H,15N-NOE. For unstructured proteins, R2 rates provide
the most information about residual structure and processes,
such as isomerisation of disulfide bridges, as they are sensitive
to motions on both the ns–ps and ms–ms timescales. Exchange
processes thar occur on the ms–ms timescale, such as the rota-


tional isomerisation of the disulfide bond, are revealed through
increased line widths in spectra and elevated R2 rates.


Millisecond-to-microsecond timescale exchange processes
have been investigated in folded BPTI and an SH3 domain by
using relaxation-dispersion techniques.[39,40] In the present in-
vestigation, we attempted to determine the contribution from
the isomerisation of the disulfide bridges to R2 rates in the 2SS
variants of lysozyme, using relaxation-dispersion techniques
(data not shown). However, it was not possible to obtain an
Rex value from these measurements, because the exchange
rates in the 2SS variants of lysozyme are too fast; they most re-
liably quantify processes in the order of hundreds of microsec-
onds to several milliseconds.[41] Also, some of the most inter-
esting peaks with regard to millisecond exchange are broad-
ened beyond detectability.


Backbone dynamics of W62G (0SS-W62G, 4SS-W62G) and
WT lysozyme (0SS-WT, 4SS-WT)


The R2 relaxation rates of disulfide reduced and methylated WT
lysozyme (0SS-WT) and of the disulfide reduced and methylat-
ed W62G mutant (0SS-W62G) have been studied before[10,34]


and are reproduced in Figure 2. Mutant W62G, has been


Figure 2. R2 values for a) 4SS-W62G in urea (8m, pH 2) and 0SS-W62G in
water, pH 2. The continuous line shows the modelled R2 values for a
branched-polypeptide chain by using Equation (2) and an Rint


2 of 0.29 s�1.
b) 4SS-WT and 0SS-WT in urea (8m, pH 2). The continuous line shows the fit-
ting of the R2 values of 4SS-WT to Equation (4) where Rint


2 =0.29 s�1,
Rexch


2 =10.9 s�1 l1,l2=7.
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shown to approximate a “true” random-coil polypeptide chain
in terms of its overall diffusive properties[35] when in the S-me-
thylated state (0SS-W62G). In this mutant, all nonlocal interac-
tions between locally defined clusters are significantly reduced.
The mutation reduces the relaxation rates in the areas of hy-
drophobic clustering seen in 0SS-WT lysozyme by inhibiting
the long-range interactions between clusters. It defines the
random-coil behaviour for the disulfide mutants discussed in
the following.


The R2 rates of the oxidised form of W62G (4SS-W62G) are
also reproduced in Figure 2a. The variation of the R2 values is
significantly lower than for denatured WT oxidised lysozyme
(4SS-WT; Figure 2b). However, the positions of the maxima still
correspond to the location of the disulfide bridges. This indi-
cates that the lack of long-range interactions reduces the mo-
tional constraints centred around the disulfide bonds in 4SS-
WT and allows a faster rate of rotational isomerisation around
the disulfide bridges.


Backbone dynamics of 2SSa in urea (8m, pH 2)


The R2 values for the backbone NH’s of 2SSa are shown in
Figure 3. The R2 rates for 95 residues reveal considerable varia-
tion between 3.2 and 11.4 s�1. Whilst the R2 values of 2SSa in


the a-domain have a very similar pattern to those of 4SS-WT,
they vary considerably from 4SS-WT in the b-domain. In con-
trast, the R2 values for the residues in the b-domain closely re-
semble those of 0SS-WT. This indicates that the hydrophobic
clustering seen for wild-type lysozyme is undisturbed by the
cysteine to alanine substitutions.


We therefore conclude that the R2 rates can be dissected
into contributions that arise from the hydrophobic clusters and
from the disulfide bridges. In fact, the R2 values of the a-
domain of 2SSa lysozyme and the R11 values of urea-denatured
4SS-WT are correlated (Figure S2 in the Supporting Informa-
tion). This observation arises presumably because R11 values
are much less susceptible to exchange on the ms–ms timescale


than R2 values.[1] R2 and R11 values of 4SS-WT (Figure 2b, and
Supporting Information Figure S2) differ drastically.[10] These
differences are presumed to be due to the fact that the re-
gions that surround the cysteines in wild-type lysozyme are
subject to considerable ms–ms timescale motions, which is
most likely due to rotational isomerisation of the disulfide
bond. We conclude that the disruption of two out of four di-
sulfide bridges in 2SSa reduces the ms–ms timescale motions.
The R11 rates of lysozyme 2SSa were also measured to confirm
the disappearance of ms–ms motions (see Figure S2 in the Sup-
porting Information) and were found to be very similar but
slightly lower than the R2 rates. Therefore, a small contribution
from exchange effects is present in the measured R2 rates.


Backbone dynamics of 2SSb in urea (8m, pH 2)


The R2 relaxation rates of 2SSb in urea (8m, pH 2) are quite dif-
ferent to those of 2SSa (Figure 4).


R2 rates could be measured for 106 residues. For this variant,
the R2 rates of the a-domain generally fit well to the 0SS-WT R2


values, whilst those of the b-domain correlate well with the R11


values of 4SS-WT lysozyme. This indicates that a reduced
amount of ms–ms exchange is occurring in the b-domain since
the R2 values have a similar pattern to 4SS-WT in urea but are
considerably lower. The R11 values of 2SSb (Figure S3 in the
Supporting Information) are reduced to 6 s�1 compared to the
R2 values of the same variant. This indicates that some ex-
change on the ms–ms timescale affects the R2 rates.


Backbone dynamics of 2SSb in water, pH 2


The deviations from random-coil predictions in the R2 rates of
0SS-WT are more pronounced when studied in water (pH 2)
than urea (8m, pH 2). Therefore, the dynamics of 2SSb were
also measured in water (pH 2), that is, conditions under which
2SSa is not completely unfolded. The R2 rates for 92 assigned
peaks are shown in Figure 5. The chemical shift dispersion of


Figure 3. R2 values for 2SSa and 0SS-WT in urea (8m, pH 2). The black contin-
uous line shows the fitting of the R2 data to models for a branched polymer
chain as described in the text, where Rint


2 =0.25 s�1, Rexch
2 =4.36 s�1 and


l1,l2=7.


Figure 4. R2 values for 2SSb and 0SS-WT in urea (8m, pH 2). The black contin-
uous line shows the fitting of the R2 data to models for a branched-polymer
chain as described in the text, where Rint


2 =0.25 s�1, Rexch
2 =4.25 s�1 and


l1,l2=7.
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2SSb in water (pH 2) is reduced compared to the other mutants
that were studied. In addition, several peaks are too broad to
be seen in any of the spectra. This indicates that they must
have even larger R2 values than those measured. An example
for this is W62, which has a very distinctive chemical shift in all
mutants, but which cannot be detected above the noise in
2SSb. This suggests, that although they could not be assigned,
there could nevertheless be several residues in the b-domain
with R2 values of 15 s�1 or greater.


In the b-domain and for residues 1–36, the R2 values of 2SSb


in water (pH 2) are very similar to those of the same variant in
8m urea. For residues 95–115, however, some of the R2 values
of 2SSb in water are considerably higher than for the variant in
8m urea. The R11 rates of 2SSb in water are slightly lower than
the R2 rates. This indicates that only a small amount of ms–ms
timescale exchange is occurring (Figure S4 in the Supporting
Information).


Backbone dynamics of 2SSa in water, pH 3.8


At pH 3.8, 2SSa becomes partly folded. Therefore, R2 values of
the partly folded state of 2SSa were measured in water, pH 3.8
at 293 K (Figure 6).


The profile of the R2 values is reasonably flat in the folded
region of the protein, as would be expected, and the average
R2 value is 10.1 s�1 for all residues and 10.2 s�1 for a-domain
residues. Some greater variation is observed in the b-domain,
but it was not possible to measure R2 values for all of this
domain due to a lack of assignments in the region. In total,
103 assigned R2 values could be measured for the partly
folded lysozyme. R2 values were also measured for most of the
unassigned peaks and the majority of these are around 5–
6 s�1. Thus, they are more similar to the values seen for dena-
tured lysozyme; this indicates that they arise from the unfold-
ed region of the variant. The unassigned resonances in the
region typical for glycine NH’s also have low R2 values, thus
supporting the proposition that they are from a completely
unfolded conformer which is in equilibrium with the partly
folded conformer. The published R2 rates of native lysozyme
were measured at 35 8C and 500 MHz by Buck et al.[42] and
Boyd and Redfield[43] and have an average value of 7.6 s�1.
However, if the change in frequency and the effect of the 158
difference in temperature on the solution viscosity and hence
the overall correlation time is taken into account, then a value
of ~11 s�1 would be expected for WT lysozyme at 20 8C and
600 MHz (assuming an S2 value of 0.9 for all residues). There-
fore, the R2 rates of the a-domain of 2SSa in water (pH 3.8) are
just a small amount lower than those of the native lysozyme.
This suggests that the protein is just slightly more dynamic
than the wild type, probably due to missing structural con-
straints in the b-domain. When comparing the R2 values of the
unfolded (8m urea, pH 2) to those of the partly folded 2SSa


(water, pH 3.8), it is worth noting that the values of the resi-
dues that immediately surround C30, C115 and, to a lesser
extent, C127, are very similar in both measurements. Since, the
R2 values for residues that surround cysteines in the partly
folded form of 2SSa are not significantly higher than the aver-
age R2 value of 10.1 s�1 (for assigned residues), there is little
evidence that millisecond-timescale chemical exchange is oc-
curring.


Discussion


Modelling of R2 relaxation rates


R2 rates of non-native states of proteins, in particular hen-egg
white lysozyme,[10,34,35] have been modelled quite successfully
in the past by using a simple model that assumes that an un-
folded protein behaves like an unbranched polymer in solu-
tion. Primary factors that are responsible for an increase in the
R2 rates—above an intrinsic R2 rate that is determined by the
temperature and viscosity of the solution—are the length of
the polymer chain (i.e. : the number of residues) and the persis-
tence length of the chain. The addition of different terms into
an initial equation [Eq. (1)] that models the behaviour of a
“random coil” polypeptide chain, can characterise the effect of
the introduction of i) branching in the chain (i.e. , addition of
disulfide bridges) [Eq. (2)] , ii) hydrophobic clusters [Eq. (3)] , or
iii) exchange processes on the dynamics of the non-native


Figure 5. R2 values for 2SSb in water, pH 2 and 2SSb in urea, pH 2.


Figure 6. R2 values for partly folded 2SSa in water, pH 3.8 and denatured
2SSa in urea (8m, pH 2).
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states [Eq. (4)] . In Figure 7 a graphical illustration of the shape
of the fitting produced with each equation is shown.
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Rint
2 is a measure of the intrinsic relaxation rate; i and j repre-


sent residue numbers; N is the total chain length of the pro-
tein (i.e. , number of residues); l1 is the persistence length of
the polypeptide chain (in number of residues); lcluster and l2


are the persistence lengths due to the effects of either the hy-
drophobic clusters or the exchange contribution from the di-
sulfide bonds, respectively. dmij is a topological distance matrix
which is used to count the number of covalent bonds along
the shortest path between residue i and j. Rcluster and ccluster de-
scribe the amplitude and position that characterise each clus-
ter and Rexch


2 is the amplitude of the exchange contribution
from the disulfide bonds. Cysk is the position of each cysteine
residue. Since in the case of an unbranched chain dmij reduces
to just (i�j), Equation (3) can be used to model both branched
and unbranched chains.


The R2 relaxation rates of 0SS-W62G can, to a good approxi-
mation, be characterized by a model of an unbranched poly-
peptide chain given in Equation (1). The increased R2 relaxation
rates (Figure 2a) of 4SS-W62G have been modelled as a
branched polypeptide chain, as given in Equation (2). The R2


rates of the lysozyme variants were analysed by using models
for the dynamical behaviour of either branched or unbranched
polymer chains, as described previously.[10,34] The parts of the
protein where cysteine residues were substituted to alanine


were analysed by using the model for an unbranched poly-
peptide chain. However, with the inclusion of a second term to
model hydrophobic clusters, the data were fitted to Equa-
tion (3). The parts containing native cysteines were analysed
with the model for a branched chain by using Equation (4).
The model values for a branched polypeptide chain just under-
going segmental motion were obtained with Equation (2).


The fitting of the R2 rates of urea denatured 2SSa to a com-
bination of the models for branched and unbranched polymer
chains [Eqs. (3) and (4)] is shown in Figure 3. Relaxation rates
of residues in the a-domain were fit to the model for a
branched chain and those for residues in the b-domain to the
model for an unbranched chain. Fitting of the data gave a
value for Rexch


2 of 4.36 s�1, a Rint
2 of 0.25 s�1 and a l1,l2 value of


7. The Rexch
2 is thus reduced by more than a factor of two com-


pared to the value of 10.9 s�1 that was obtained for 4SS-WT.
The fitting of the R2 data for 2SSb in urea (8m, pH 2) to the


models for unbranched and branched polymer chains is pic-
tured in Figure 4. The four clusters present in the a-domain
can be distinctly identified. The clusters in the b-domain are
difficult to identify due to the summed effect of hydrophobic
clusters and elevated dynamics around the disulfide bridges.
As was seen for urea denatured 2SSa, the value for Rexch


2 =


4.25 s�1 is lower than the value obtained for 4SS-WT (Rexch
2 =


10.9 s�1), but l1,l2 values of 7 are still obtained along with a
Rint


2 of 0.25 s�1.


Correlation of the location of hydrophobic clusters and
disulfide dynamics


In the R2 rates of native lysozyme there is little evidence that
the residues around the cysteines are affected by slow chemi-
cal exchange processes. This suggests that the rate of rotation-
al isomerisation of the disulfide bridging is most probably
slowed or completely retarded by the native structure. Two
out of the four disulfides (64–80 and 76–94) in native lysozyme
adopt a c3 angle of around 908, while the other two adopt an
angle of around �908 (Figure 1). These conformations are typi-
cal for disulfide bridges in proteins[44] and suggest that disul-
fide isomerisation can be interpreted by a two-site exchange
between c3 angle of �908.


In a random-coil denatured-polymer chain containing a
single disulfide bond there are no significant and additional
barriers to the rotational isomerisation of this bond. However,
the introduction of hydrophobic clusters provides an energetic
barrier to disulfide bond rotational isomerisation. Disruption of
hydrophobic clusters by a mutation such as W62G, results in
much lower R2 rates in the 4SS-W62G mutant than in 4SS-WT
when denatured in 8m urea. Here, we examine the effect of
the removal of disulfide bridging in individual domains on the
rate of rotational isomerisation of the remaining disulfides.


From the investigation of the relaxation properties of four
different variants of lysozyme, the following conclusions can
be drawn:


1) When the 2SS variants of lysozyme are denatured, either in
8m urea and/or water at pH 2, the hydrophobic clusters


Figure 7. a) Example of model R2 rates for an unbranched polypeptide chain,
such as 0SS-WT. Values were obtained by using Equations (1) (····) and (3)
(c). The six hydrophobic clusters in non-native states of 0SS-WT are indi-
cated. b) Model R2 rates for a branched polypeptide chain, such as 4SS-WT.
Values were obtained by using Equations (2) (····) and (4) (c). The positions
of the cysteine residues in lysozyme are indicated above the graph.
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appear to be undisturbed by the presence or absence of
particular disulfide bridges—the R2 rates over the parts of
the sequence that lack disulfide bonds are generally very
similar to those in 0SS-WT lysozyme. The disulfide bonds
therefore do not induce, but might stabilise, hydrophobic
clusters.


2) The R2 rates of 2SSa in 8m urea are more similar in the a-
domain to the R11 than the R2 rates of the 4SS-WT dena-
tured lysozyme. This indicates that a large part of the barri-
er to disulfide isomerisation has disappeared. The amount
of ms–ms chemical exchange seen to be affecting the R2


rates is dramatically reduced. We conclude that the remov-
al of the two b-domain disulfide bridges of lysozyme also
has an effect on the a-domain disulfide bridges; this sug-
gests a degree of cooperation between these two domains.
As the number of disulfide bridges increases so does the
barrier to disulfide-bond isomerisation. In the b-domain,
the protein has similar properties to 0SS-WT, with just the
interactions between hydrophobic residues affecting the R2


rates.
3) 2SSb exhibits converse behaviour. It has R2 rates that are


similar to 0SS-WT in the a-domain, but which are close to
the R11 rates of 4SS-WT in the b-domain. The Rexch


2 rate for
both variants is decreased by more than a factor of two
(Table 2). This supports the notion of cooperativity be-
tween the disulfide bonds in the two domains.


4) The folded regions of the partly folded 2SSa in water
(pH 3.8) behave much like the corresponding areas in
native lysozyme. The unstructured parts, however, behave
like a completely random-coil protein. For this state, an ad-
ditional unfolded conformer can be identified. The simulta-
neous existence of this additional unfolded conformer with
the partly folded conformation of 2SSa is interesting partic-
ularly, as the nonoxidative folding pathway of lysozyme is
known to consist of at least two parallel routes.[45,46] The
majority of molecules fold through a slow pathway with
folding intermediates. However, approximately 20% of the
molecules fold through a faster pathway that involves no
intermediates.[45,47,48] In the slower pathway, the first inter-
mediate formed is one where the a-domain is protected
from hydrogen exchange, but the b-domain is still ex-
posed.


Disulfide bridges in protein folding


In the oxidative folding of a protein, the introduction of a di-
sulfide bridge is thought to have a mainly entropic effect on


the unfolded state; by imposing distance and angle constraints
between the Cb and Ca atoms of the two cysteine residues
that are involved in forming the bridge, the conformational en-
tropy of the system is greatly reduced.[49–51] The farther apart
the two cysteines are in the primary structure, the greater this
decrease in conformational entropy will be. Disulfide bridges
have also been suggested to have an enthalpic effect by stabil-
ising local interactions such as those between hydrophobic
residues which cause local clusters.[16] The entropic effect
might be one reason why 2SSa is partly folded under native-
like conditions, whereas the 2SSb is unstructured. The cysteine
residues that form the disulfide bonds in the a-domain are
much further apart in the primary sequence than those in the
b-domain. Consequently, when they form disulfide bonds the
conformational entropy decreases much more than the forma-
tion of those in the b-domain. Whether the disulfide bridges in
lysozyme have a stabilising effect on hydrophobic interactions
is less clear; the presence or lack of disulfide bonds seem to
have no effect on the hydrophobic interactions as judged by
the dynamics of the unfolded states. Some hydrophobic col-
lapse occurs before the formation of disulfide bridges in the
folding of lysozyme, and almost all hydrophobic clusters identi-
fied by dynamics surround cysteine residues. These findings
suggest that in fact the hydrophobic interactions help to bring
the cysteine residues into a position where they can form a di-
sulfide bridge.


In order to look at the effect disulfide bridges on the folding
of hen-egg-white lysozyme, it is also useful to compare the
structural details of variants of lysozyme that contain different
numbers of disulfide bridges. In the absence of disulfide
bridges—caused either by the S-methylation of the cysteine
residues, or their substitution with alanines or serine—the pro-
tein is unfolded even under native-like conditions.[52,53] The 1SS
variants of lysozyme, which have one native disulfide bond,
are also unstructured.[54] The different 3SS variants of lysozyme
have been studied by NMR spectroscopy and X-ray crystallog-
raphy. These variants were generated either by selective car-
boxymethylation of C6 and C127 (CM6,127 lysozyme),[25] isolation
of a kinetically trapped three-disulfide intermediate des-[76–
94][26] or cysteine-to-alanine/serine substitution to produce
three-disulfide variants C64A/C80A, C76A/C94A and C30A/
C115A.[55] All of the 3SS variants have CD spectra that are simi-
lar to native lysozyme, but differences in their structural prop-
erties have been detected. CM6,127 lysozyme has a virtually
identical structure to native lysozyme. In the 3SS[6–127,64–
80,76–94] variant, one helix and a helix interface in the a-
domain are either unstructured or have large fluctuations.
3SS[6–127,30–115,76–94] has regions in the b-domain that
remain unstructured and flexible, whereas 3SS[6–127,30–
115,64–80] has a compact native-like structure in both the a


and b domains.
By using Equation (2), R2 rates for oxidised lysozyme with dif-


ferent numbers of disulfide bridges and with and without
(here only the first part of the equation is used) hydrophobic
clustering can be predicted (Figure 8). Examination of these
calculated rates shows that the introduction of a disulfide
bond into lysozyme changes the R2 rates differently depending


Table 2. Summary of calculated Rint
2 , l1, l2 and Rexch


2 values for differ-
ent lysozyme variants.


Lysozyme species Rint
2 [s�] l1, l2 Rexch


2 [s�]


4SS-WT 0.29 7 10.9
0SS-WT (8m urea) 0.25 7 n/a
2SSa 0.25 7 4.36
2SSb 0.25 7 4.25


ChemBioChem 2005, 6, 1619 – 1627 www.chembiochem.org ? 2005 Wiley-VCH Verlag GmbH &Co. KGaA, Weinheim 1625


NMR Characterisation of Disulfide-Bond Dynamics in Unfolded Lysozyme



www.chembiochem.org





on the position of the bond. For example, the Rmax
2 for 1SS[30–


115] is significantly higher than that of 1SS[6–127]. The calcu-
lated R2 rates for the 2SS variants illustrate that the introduc-
tion of a second disulfide bond to the a-domain of an a-
domain 1SS variant has a much greater effect on the R2 rates
of the protein as a whole, than when the bond is introduced
in the b-domain of a b-domain 1SS mutant. The calculated
rates for the 4SS protein are almost a linear combination of
the a- and b-domain rates from 2SSa and 2SSb with small addi-
tional increases that are due to the proximity of SS[30–115]
and SS[76–94].


The calculated R2 rates correlate well with the structural de-
tails known for lysozyme variants. The introduction of SS[30–
115] creates the largest increase in R2 rates and therefore
causes the most constraints to the motions of the protein. This
could explain why the 3SS variant that lacks this disulfide
bond is the least structured of the 3SS mutants and also why
des[30–115] has not been observed in the oxidative folding
pathway of lysozyme.[26] This stabilising effect of the SS[30–


115] bond could also partly explain—in addition to the entrop-
ic effects mentioned earlier—why 2SSa is partly folded and
2SSb completely unfolded.


In conclusion, the work presented here supports the frame-
work for the interpretation of relaxation rates in partly oxidised
non-native states of proteins. In the absence of hydrophobic
clusters, the relaxation rates can be interpreted by a topologi-
cal description of the polymer. In turn, deviations from these
predictions clearly correlate with additional barriers on torsion
angles. Together with mutational studies, NMR spectroscopy
allows the dissection of the contribution of hydrophobic clus-
ters and disulfide bridges to the dynamic heterogeneity of
non-native protein states. Due to their slow timescales, these
effects inevitably result in significant barriers in the course of
protein folding.


Experimental Section


Preparation of hen-egg-white lysozyme mutants : The two disul-
fide-bridge variants of lysozyme, 2SSa (C64A, C76A, C80A and
C94A) and 2SSb (C6S, C30A, C115A and C127A) were prepared as
described by Tachibana et al. and Noda et al.[29,30] Protein was over-
expressed in E. coli grown in M9 media, purified from inclusion
bodies and oxidatively refolded as detailed by Tachibana et al. and
others.[29,36, 56] Preparative reverse-phase HPLC was used to separate
the different 2SS isomers.[29,36]


NMR measurements : Lyophilised samples of the 2SS lysozyme var-
iants were dissolved in either H2O (90%)/D2O (10%), pH 2 or 3.8, or
urea (8m) with D2O (10%) at pH 2. Sample concentrations were
~1 mm for 2SSa and 300 mm for 2SSb in water or urea.


All NMR experiments were recorded on either a Bruker DRX600
spectrometer with a z axis gradient 1H{13C,15N} triple resonance
probe or a Bruker AV 900 MHz spectrometer equipped with a
5 mm 1H{13C/15N} XYZ-Grad TXI probe. For the assignment of the
peaks in the 1H,15N-HSQC spectra of the unfolded 2SS variants, 3D
1H�1H�15N NOESY-HSQC spectra were recorded at 293 K with
mixing times of 200–250 ms. A natural abundance HNCA was re-
corded at 900 MHz by using a 5 mm 1H{13C/15N} cryoprobe, on 2SSb


in water at 293 K. All relaxation experiments were measured at
600 MHz at 293 K. Backbone NH 15N-relaxation times were mea-
sured with a standard CPMG pulse sequence[57,58] either as a set of
9–10 2D experiments or in an interleaved fashion. For each
sample, seven different R2 delays were used between 18 and
252 ms; two or three delay values were repeated. Experiments
were acquired with either 8 or 16 scans with a delay of 3 s be-
tween scans.


In order to assess the temperature dependence of the partly
folded 2SSa in water a series of 1H�15N HSQC spectra were mea-
sured at 5 K intervals between 293 K and 308 K.


R11 measurements were performed with a pulse sequence derived
from that of Korzhnev et al. ,[59] with adiabatic pulses before the
spin-lock pulse.[60] Experiments were measured interleaved with a
spin-lock field strength of 1.7 kHz and a 2 kHz 15N offset. For each
sample, 5–7 delay values between 20 and 160 ms were recorded.
These were interleaved and three delay values were repeated for
error analysis. A delay time of 3.5 s between scans was used. Data
processing was carried out with either XWinNMR (Bruker) or
NMRpipe.[61] Spectra were analysed by using XEASY[62] and
Felix2000 (Biosym/MSI, CA, USA). R2 and R11 relaxation times were


Figure 8. Graphs showing predicted R2 rates for different denatured variants
of lysozyme. The values were calculated by using Equation (2). a) 4SS-WT,
b) 2SSa, c) 2SSb, d) 1SS[6-127], e) 1SS[30-115], f) 1SS[64-80] and g) 1SS[76-94].
Gray dotted lines in a), b) and c) illustrate the predicted R2 rates when the
fitted hydrophobic clusters of 0SS-WT are added to those calculated from
Equation (2).
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determined from peak heights as described by Stone et al.[63,64] by
using programs provided by A. G. Palmer.[65]
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Introduction


Protein–DNA complexes play essential roles in a large range of
cellular processes such as translation, regulation of gene ex-
pression, DNA repair, and replication. Understanding the mech-
anism of these processes requires insight into how proteins
recognize DNA and form specific or nonspecific complexes.
The lac repressor plays the central role in the regulation of
gene expression in the lac operon of E. coli, the classical exam-
ple of transcription regulation in prokaryotes. The large
amount of structural and biological data available[1] make the
lac repressor an ideal model system with which to study the
molecular basis of protein–DNA recognition.
The lac repressor consists of four subunits of 360 amino


acids each; DNA-binding surfaces are formed by two dimeric
units. The DNA-binding domain, known as the lac headpiece,
is located at the N terminus of the protein (residues 1–62). It
belongs to the family of helix-turn-helix (HTH) proteins that are
common among transcription regulators.[2] The second helix of
the HTH motif is known as the recognition helix. Specific inter-
actions between amino acids in the recognition helix and the
major groove of the DNA are a typical feature of protein–DNA
recognition for several bacterial and phage transcription regu-
lators.[2–3]


NMR and mutagenesis studies have shown that the lac
headpiece recognizes the lac operator through a network of
interactions that occur between the recognition helix of the re-
pressor and the DNA in the major groove.[4] DNA binding is
concomitant with folding of the C-terminal segment (residues
52–58) of the lac headpiece into an a-helix that penetrates
into the minor groove and causes bending of the DNA.[5] Other
important sites of protein–DNA recognition are located in the
loop connecting the recognition helix to the third helix and at


the N-terminal part of the first helix. However, structural and
biological data showed that most of the specific contacts be-
tween the lac repressor and the major groove of the lac opera-
tor are made by the side chains of Tyr17, Gln18, and Arg22 at
positions 1, 2, and 6 of the lac repressor recognition helix, re-
spectively.[4b–d,g]


Addressing the specificity of the lac repressor, MAller-Hill
and co-workers performed an in vivo screen, thereby identify-
ing several complementary mutations both on the repressor
and on the lac operator, and tested their ability to repress the
expression of the lacZ gene coding for b-galactosidase.[4c–e,6]


These studies found evidence that several mutant lac repress-
ors with substitutions at positions 1 and 2 of the recognition
helix are able to recognize lac operator variants with substitu-
tions in the base pair at position 7, while mutant repressors
with substitutions at position 6 of the recognition helix recog-


Recognition of the lac operator by the lac repressor involves spe-
cific interactions between residues in the repressor’s recognition
helix and bases in the DNA major groove. Tyr17 and Gln18, at
positions 1 and 2 in the lac repressor recognition helix, can be ex-
changed for other amino acids to generate mutant repressors
that display altered specificity. We have solved the solution struc-
ture of a protein–DNA complex of an altered-specificity mutant
lac headpiece in which Tyr17 and Gln18 were exchanged for
valine and alanine, respectively, as found in the recognition helix
of the gal repressor. As previously described by Lehming et al.


(EMBO J. 1987, 6, 3145–3153), this altered-specificity mutant of
the lac repressor recognizes a variant lac operator that is similar
to the gal operator Oe. The mutant lac headpiece showed the
predicted specificity and is also able to mimic the gal repressor
by recognizing and bending the natural gal operator Oe. These
structural data show that, while most of the anchoring points
that help the lac headpiece to assemble on the lac operator were
preserved, a different network of protein–DNA interactions con-
necting Ala17 and Val18 to bases in the DNA major groove
drives the specificity towards the altered operator.
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nize variant lac operators with different base pairs at position 5
of the lac operator. Some of these mutants bind better to the
variant operator than to the ideal lac operator,[7] which indi-
cates a change of DNA specificity. This was the case for mutant
lac repressors in which Tyr17 and Gln18 at positions 1 and 2 of
the recognition helix had been exchanged for those amino
acids found in the recognition helix of the gal and the deo re-
pressors. These lac repressor mutants showed specificity for
variant lac operators in which the GC7 base pair had been al-
tered for the base pair found in the equivalent position of the
gal and deo operator, respectively.[4c,8]


In order to understand the altered specificity of the mutant
lac repressor, we constructed a mutant lac headpiece in which
the residues at positions 1 and 2 of the recognition helix were
exchanged for valine and alanine found in the equivalent posi-
tions of the gal repressor (Figure 1A, B). Lehming et al. (1987)
demonstrated that in vivo the Val17Ala18 lac repressor would
recognize a variant of the ideal lac operator containing an AT
base pair at position 7 (here called lac-gal operator; Figure 1C,
D) much better than the wild-type lac repressor.[4c]


In this paper, we describe the NMR structure of a protein–
DNA complex formed between the Val17Ala18 lac headpiece
and the lac-gal operator. The structure shows that, while the
anchoring contacts between the lac headpiece and the lac
operator are preserved, the specificity is determined by a new
network of protein–DNA interactions in the major groove of


the DNA. The results are discussed in relation to the wild-type
lac system and provide further information for understanding
the role of the residues at positions 1 and 2 of the lac repress-
or recognition helix in the determination of DNA specificity.


Results


Relative in vitro affinities and DNA bending


A mutant lac headpiece in which Tyr17 and Gln18 at positions
1 and 2 of the recognition helix had been exchanged for Val
and Ala, respectively, as found in the recognition helix of the
gal repressor (Figure 1A, B), was overexpressed in E coli. The
mutant also contains the substitution V52C, which allows the
protein to be isolated as a covalent dimer under oxidizing con-
ditions. As previously described, the dimeric lac headpiece
binds much more tightly than the monomeric form to the lac
operator.[9]


From the work of Lehming et al. (1987), the Val17Ala18 lac
headpiece should specifically recognize the lac-gal operator,
which differs from the ideal lac operator at position 7, and fur-
ther differs from the left side of the gal Oe operator at posi-
tions 9 and 3 (Figure 1C, D).[7, 8c,4c]


The DNA specificity of the Val17Ala18 headpiece was studied
by gel retardation assays. The experiments performed with
both the lac-gal operator and the ideal lac operator (lac-SymL


Figure 1. A) Sequence alignment of the DNA-binding domains of lac (top) and gal (bottom) repressors. The residues at positions 17 and 18 of the recognition
helices (numbering of the lac repressor) are circled, conserved residues are shown in bold. B) Comparison of the amino acid sequences of the recognition
helices (residues 17–25) of the wild-type lac headpiece and the Val17Ala18 headpiece. The numbering scheme of the lac repressor is shown at the top, and
MAller-Hill’s numbering scheme at the bottom. The residues 17 and 18 (or 1 and 2 according to MAller-Hill’s numbering scheme[4c]) are shown in bold. C) Nu-
cleotide sequences of the lac-gal, the lac-SymL, and the NOD operators. The different base pairs at position 7 of the lac-gal and SymL operators are depicted
in bold. All the operators are perfect palindromes and contain two identical binding sites for the protein, so only one half site is shown and the center of
symmetry is symbolized by a double dot. Lac-gal is the operator specific for the Val17Ala18 headpiece, while lac-SymL, also called ideal lac operator, is a pa-
lindrome of the left side of the natural lac operator O1 with the central base pair deleted. NOD is a nonspecific operator. D) Comparison of the nucleotide
sequences of the lac-gal and gal Oe operators. The identical base pairs are shown in bold. The center of symmetry is symbolized by a double dot.


ChemBioChem 2005, 6, 1628 – 1637 www.chembiochem.org C 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 1629


gal-Repressor Mimic



www.chembiochem.org





operator) showed that the Val17Ala18 headpiece binds to the
lac-gal operator, whilst the wild-type headpiece does not
(Figure 2). Binding experiments showed that the apparent
equilibrium dissociation constants (Kd) of both the wild-type
headpiece and the Val17Ala18 headpiece for the lac-SymL and
the lac-gal operators, respectively, are in the nm range
(Figure 2, Table 1). The high affinity of the Val17Ala18 lac head-
piece for the lac-gal operator observed here provides an ex-
planation for the 200-fold increase in repression of b-galactosi-
dase activity observed in the presence of the Val17Ala18 lac
repressor in relation to the wild type, when the transcription
of the lacZ gene was under control of the lac-gal op-
erator.[4c]


Remarkably, control experiments showed that the
Val17Ala18 headpiece also binds to the lac-SymL op-
erator under low salt conditions. However, at high
salt concentrations (250 mm KCl) the binding is
strongly reduced (Figure 2, Table 1).
Furthermore, we observed that the Val17Ala18


headpiece recognizes the natural gal Oe operator
while the wild-type lac headpiece does not
(Figure 2). However, binding to the gal Oe operator is
also strongly reduced by increasing salt concentra-
tion. In all cases the apparent Kd values were at least
one order of magnitude smaller than those observed
for binding to a nonoperator DNA (NOD; Figure 1C,
Table 1).
Protein-induced DNA bending was investigated by


using the circular permutation method of Wu and
Crothers on complexes with the lac-gal, the lac-SymL,
and the gal Oe operators.[10] The profile of the migra-


tion of the complexes with the circularly permuted DNA frag-
ments on a polyacrylamide gel clearly showed that the mutant
headpiece bends the lac-gal operator by an estimated angle of
368 (Figure 3, Table 1).
The bending of the lac-gal operator by the Val17Ala18 head-


piece indicates the recognition of the minor groove by the
hinge helices and the insertion of the side chain of Leu56 be-
tween the central base pair, inducing a kink in the DNA struc-
ture.[11,5b] As shown in Figure 3, the Val17Ala18 headpiece also
bends the lac-SymL operator by an estimated angle of 348
(Table 1), indicating that the hinge region also interacts with
the minor groove of the DNA in this case. Note that the hinge
helices are absent and the DNA is not bent in the structure of
the lac headpiece in complexation with a nonspecific operator
(Figure 3).[12]


Figure 2. Representative DNA-binding experiment with the indicated opera-
tors, with serial dilution of the dimeric Val17Ala18 mutant (upper part) or
wild-type (lower part) lac headpiece under high salt conditions (250 mm


KCl). The highest and lowest protein concentrations [nm] are indicated
above each experiment. The different operator fragments lac-gal, lac-SymL,
gal Oe, and NOD are described in Figure 1C. The free probe and the pro-
tein–DNA complex are indicated by F and C, respectively


Table 1. Binding affinities[a] and bend angles[b] obtained with Val17Ala18
and wild-type lac headpieces and the DNA operators described in Fig-
ure 1C, D.[a]


Headpiece Operator Kd [nm] Bend angle
KCl (250 mm) KCl (50 mm) [8]


wild-type lac-SymL 0.04 0.02 35
lac-gal n.d.[c] 28 33
gal Oe 444 69 0
NOD 784 35.1 0


Val17Ala18 lac-SymL 0.88 0.02 33
lac-gal 0.03 0.01 36
gal Oe 11.0 0.06 35
NOD 173 12.6 0


[a] Binding affinities, presented as apparent Kd values, were determined
as described in the Experimental section, from three independent experi-
ments using the oxidized (dimeric) wild-type lac headpiece and the
Val17Ala18 mutant with the binding sites as described in Figure 1C, D.
Apparent Kd values were also determined in the presence of KCl
(250 mm) under further identical conditions. [b] Bend angles were deter-
mined under standard conditions (without additional KCl) by the circular
permutation method and are the averages of two to three experiments.
[c] No binding detected at the highest protein concentrations used
(10 nm).


Figure 3. Representative circular-permutation-method bending experiments with the di-
meric Val17Ala18 mutant (upper part) or the wild-type (lower part) lac headpiece under
standard conditions (50 mm KCl), through the use of the indicated amount of protein
[nm] with the operator fragments lac-gal, lac-SymL, gal Oe, and NOD as described in Fig-
ure 1C. The free probe and the protein DNA complex are indicated by F and C, respec-
tively.
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Interestingly, the Val17Ala18 headpiece is also able to bend
the gal Oe operator by approximately 358 upon binding
(Figure 3), mimicking the behavior of the gal repressor,[13] while
the wild-type lac headpiece fails to induce a bend in this
operator.


Structure description


The tight binding between the dimeric Val17Ala18 headpiece
and the lac-gal operator resulted in a complex in slow ex-
change on the NMR timescale. Because of the C2 symmetry of
the complex, only one set of 59 cross-peaks corresponding to
backbone amide atoms was observed in the 1H,15N HSQC spec-
trum. The solution structure of the complex was solved by het-
eronuclear double- and triple-resonance NMR techniques, as
described in the Experimental Section. The ensemble contain-
ing the 16 lowest-energy structures is shown in Figure 4. The
statistics for the structures are described in Table 2.


The structure of the mutant lac headpiece bound to DNA
contains four a-helices: residues 5–13, 17–25, 32–45, and 53–
58. An overlay with the structure of the free lac headpiece
shows that the root mean squared deviation (RMSD) of the po-
sitions of the backbone atoms (Ca, N, and C’) of amino acids 5–
25 and 32–45 is 0.90�0.01 L, indicating that the structure of
the three-helical globular subdomain of the Val17Ala18 head-


piece is not significantly different from that of the lac head-
piece in the free form.[14]


The overall fold, the positions, and the relative orientations
of the a-helices in the complex are the same as in the wild-


Figure 4. Ensemble of the 16 lowest-energy structures of the Val17Ala18
headpiece–DNA complex shown in two different views. Backbone atoms
from amino acids 4–58 of the two monomers and base pairs 2–21 of the
DNA were used for the superposition. The protein is shown in red, and DNA
bases in blue. The DNA backbone is shown in gray.


Table 2. Structural statistics.


R.m.s.deviation [L] of the backbone/all heavy atom coordinates.[a]


Val17Ala18 headpiece–DNA complex 0.54�0.15/0.74�0.18
Protein 0.38�0.15/0.65�0.14
DNA 0.80�0.25/0.73�0.24


Number of experimental restraints (for each protein monomer and DNA
half site)


Distance restraints
intraresidue NOEs 533
sequential NOEs (j i�j j=1) 299
medium-range NOEs (2< j i�j j<4) 251
long-range NOEs (j i�j j>5) 229
intermonomer NOEs 19
DNA NOEs 294
intermolecular NOEs 144
intermolecular H bonds 2
total number of distance restraints 1771
dihedral angle restraints[b] 56
dipolar coupling restraints (DHN) 49


R.m.s. deviation from experimental restraints


all distance restraints [L]: 0.053�0.001
dihedral angles [8]: 0.7�0.1
DHN [Hz] 0.076�0.003


Average Q factor for dipolar coupling restraints[c]


DHN 0.09�0.01
DCaHa


[d] 0.49�0.02


Experimental restraints
violations


distances with violations >0.3 L 2.8�2.0
dihedral angles with violations >58 0.4�0.7
DHN with violations >0.2 Hz 3.2�0.8


R.m.s. deviation from idealized geometry


bonds [L] 0.0051�0.0001
angles [8] 0.71�0.01
impropers [8] 0.67�0.02


Ramachandran analysis [%]


residues in the most favored regions 83.8�2.2
residues in additional allowed regions 9.9�2.6
residues in generously allowed regions 4.2�1.4
residues in disallowed regions 2.2�1.2


CNS energies[e]


Lennard–Jones [kcalmol�1] �742�29
electrostatic [kcalmol�1] �5620�131


[a] RMSD values were calculated by use of PROFIT (http://acrmwww.
biochem.ucl.ac.uk/software/profit), fitting on the backbone included the
N, Ca, and carbonyl atoms of residues 4–58 from the two monomers and
C2’ and P atoms of the base pairs 2–21 from the DNA. [b] Dihedral angle
restraints were derived from TALOS predictions of f and f angles (see Ex-
perimental Section).[28] [c] The Q-factors were calculated with PALES.[30c]


[d] The DCaHa dipolar couplings were not included in the calculations.
[e] The nonbonded energies were calculated by use of the OPLS non-
bonded parameter set with a cutoff of 8.5 L.
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type headpiece bound to the lac operator.[4g,11, 15] Comparison
with the structure of the wild-type lac headpiece bound to the
left side of the lac operator[4g] gives a backbone RMSD (Ca, N,
and C’) of 0.97�0.06 L for amino acids 5–58, while the RMSD
of the backbone atoms in the HTH domain (Ca, N, and C’ of
amino acids 5–25) is 0.43�0.03 L. The recognition helix binds
the major groove, while the hinge helix interacts in the minor
groove forming the interface between the two monomers.
These orientations are compatible with the measured HN resid-
ual dipolar couplings (RDCs) based on the intrinsic anisotropic
magnetic susceptibility of the DNA at high magnetic fields (see
Supporting Information).
The starting structure for the lac-gal operator was a regular


DNA in the B-form. However, docking of the protein onto the
DNA resulted in a large kink in the DNA structure (Figure 4).
Analysis of the DNA helical parameters shows large deforma-
tions around the central base pair (see Supporting Informa-
tion). The central base pair step C10pG11 displays an unusual
roll angle of 568, a helical rise of 5.3 L, and a small twist of 128 ;
this indicates that the DNA is unwound around the central
base pair. The average bend angle of the DNA in the structures
in the ensemble is 42�118 as estimated with CURVES.[16] As
observed in the wild-type complex, the deformation of the
DNA is the result of the double insertion of the side chain of
Leu56 between the central base pair step C10pG11.
Experimentally, the degree of DNA bending can only be as-


sessed by the use of long-range structural information such as
RDCs. Although we do not have RDCs for the DNA, the RDCs
measured on the protein could also contain information about
the DNA bending. An estimate of the alignment tensor param-
eters resulted in a rhombicity of 0.6�0.1; the diagonal align-
ment tensor components are Axx=�(0.03�0.01)O10�4, Ayy=


�(1.00�0.01)O10�4, and Azz= (1.04�0.01)O10�4. Prediction of
the axial and rhombic components of the protein–DNA com-
plex magnetic susceptibility tensor based on our structure
yields a rhombicity of approximately 0.45�0.06 (see Support-
ing Information). This value by itself indicates a larger degree
of asymmetry than would be expected for an axially symmetric
DNA.[17]


The quality factor (Q-factor),[18] given by fitting of the DCaHa


data (which were not included in the structure calculations),
for the structures is 0.49�0.02 (Table 2). Taking into account
that, due to the larger experimental errors on the measure-
ment of small 1JCaHa scalar couplings, a Q-factor as large as 0.3
for the DCaHa data was obtained when those data were includ-
ed in the calculations, the value of 0.49 indicates a reasonable
agreement between the structures and the experimental data.


Protein–DNA interactions


An analysis of the intermolecular interactions found in the en-
semble shows how the Val17Ala18 headpiece recognizes the
operator. Extensive protein–DNA contacts are made by the res-
idues from the recognition helix and the loop that connects
the third helix to the major groove, while the residues of the
hinge helix make extensive contacts with the bases in the
minor groove (Figure 5).


The positioning of the recognition helix with its N-terminal
part perpendicular to the major groove exposes the side
chains of Val17 and Ala18, at positions 1 and 2, to a hydropho-
bic pocket formed by the methyl groups of Thy6, Thy7, and
Thy8 (Figure 5).
Ala18 is closest to the altered base pair AT7 (Figure 5). Ala18


Ha is in close contact with the methyl group of Thy7. The b-
CH3 group, which is within van der Waals distance of the
amide protons of Ade6 (Figure 5), establishes hydrophobic in-
teractions with the methyl group of Thy6, and is also in close
proximity to the amide group of Gua6.
Furthermore, the side chain of Val17 makes intra- and inter-


molecular contacts. One of the methyl groups of Val17 stacks
with the aromatic ring of Tyr7 in all the structures. The other
CH3 group, which is located at van der Waals distance of the
amide groups of Ade7 (Figure 5E, F), makes hydrophobic inter-
actions with the methyl groups of Thy6 and Thy8. Val17 also
contacts the Thy8 methyl group with its carbonyl oxygen.
The position of Tyr7 is well defined by ten intermolecular


NOEs to the DNA. The orientation of the Tyr7 aromatic ring is
not altered by the interaction with the g1-CH3 group of Val17.
The orientation observed in the wild-type complex is con-
served, and Tyr7 makes specific contacts to Cyt9 through a hy-
drogen bond to its amino group (Figure 5).
The altered base pair AT7 also interacts with Ser21. The


Ser21 hydroxyl group makes a hydrogen bond to the phos-
phate of Thy8, and the Ser21 b-CH2 group enters into hydro-
phobic interactions with the methyl groups of Thy8 and Thy7
(Figure 5).
As can be observed in Figure 5, most of the remaining pro-


tein–DNA contacts made by the other residues of the first
helix, the recognition helix, and the loop connecting the rec-
ognition helix to the third helix are also observed in the struc-
ture of the wild-type complex. The orientations of these side
chains—Thr5, Leu6, Ser16, Thr19, Asn25, His29, and Thr34—are
therefore conserved in both structures. Moreover, the detailed
conformation of the side chains of Tyr47, Asn25, His29, Ser16,
and Thr19 is very similar to the conformation observed in the
wild-type complex; the conformations of Leu6 and Thr5, how-
ever, are slightly different.
The NMR structure of the lac headpiece bound to the natu-


ral operator O1 shows that Arg22 amino groups form hydro-
gen bonds to O6 of Gua6 on both the left- (Figure 5) and the
right-hand sides,[4b,g] and this orientation is in agreement with
biological experiments that showed this side chain to be es-
sential for specific recognition of the lac operator.[4d–e] Here the
side chain of Arg22 is found to be very dynamic, and only part
of the time does it form a H-bond to Gua5 O6, a phenomenon
also observed in previous complexes.
From the hinge helix, Ala53, Leu56, and Ala57 are engaged


in extensive hydrophobic interactions with the DNA, contact-
ing both the bases and the sugars of Cyt9, Gua10, and Gua10’
on the right side of the lac-gal operator. Asn50 and Gln54
form hydrogen bonds with the DNA backbone, while the
Ala53 carbonyl group forms a hydrogen bond with the amide
group of Gua10. The mechanism of DNA bending is therefore
the same as in the lac operator. Insertion of the hinge helix
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Figure 5. Protein–DNA interactions observed in the Val17Ala18 (left) and in the wild-type lac headpiece DNA complexes (right). A), B) Schematic diagram
showing hydrophobic contacts in green and hydrogen bond contacts in red. Only contacts that appear in at least 50% of the structures in the NMR ensemble
are shown. C), D) Details of the structures of the complexes, showing some of the interactions made by residues at the recognition helix with the bases and
the backbone in the DNA major groove. Phosphate oxygens of the DNA that accept hydrogen bonds from protein backbone or side chain atoms are depict-
ed in magenta. Red or green arrows are used according to the hydrogen bonding or hydrophobic interactions involved, as described in the diagram above.
E), F) Detailed view of the interactions between Ala17 and Val18 side chains and Thy6, Thy7, and Thy8 methyl groups in the case of the Val17Ala18 head-
piece–DNA complex, or the interactions between Tyr17 and Gln18 with Gua7, Ade8, Cyt7, Ade6, and Thy6. Hydrogen atoms were included in the representa-
tion of the protein side chains and of the bases of the DNA. Hydrogen bonds are represented by segmented red lines.
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induces opening of the minor groove in order to accommo-
date the side chains of Leu56 that penetrate the C10pG11
base pair step.[5,11]


Discussion


We have described DNA-binding studies and the solution
structure of an altered specificity mutant, the Val17Ala18 lac
headpiece, bound to the lac-gal operator, in which base pair 7
of the lac operator has been changed to an AT base pair.
By determining the solution structure of the mutant head-


piece in complexation with the lac-gal operator, we provide
structural insight into DNA specificity. By gel retardation assays
we showed that the dimeric Val17Ala18 lac headpiece recog-
nizes the lac-gal operator better than the wild-type headpiece
in vitro, confirming what had previously been proposed for
the whole Val17Ala18 lac repressor on the basis of in vivo ex-
periments.[4c] Interestingly, we also demonstrated that the
Val17Ala18 headpiece mimics the gal repressor by binding and
bending the natural gal Oe operator. This suggests that the
binding mode of the gal repressor to its natural operator is
compatible with the way in which the lac headpiece binds to
the lac operator.


Comparison with the structure of the wild-type lac head-
piece bound to the left side of the lac operator


In the wild-type lac headpiece bound to the lac operator, both
Tyr17 and Gln18 recognize GC7 through hydrogen bonding
contacts. Gua7 accepts a hydrogen bond from Tyr17 OH, while
Cyt7 donates a hydrogen bond to Gln18 (Figure 5).
Comparison of the structures of the Val17Ala18 lac head-


piece and the wild-type headpiece bound to DNA (Figure 5)
shows that both the Val17 and Ala18 pair and the Tyr17 and
Gln18 pair contact the base pairs 6, 7, and 8 in the operator,
making hydrophobic or hydrogen bonding contacts according
to the hydrophobic or polar natures of the side chains and the
bases involved.
Analysis of the other protein–DNA contacts in the structure


of the wild-type lac headpiece bound to the lac operator
shows that all the other residues that would be expected to
contact the lac operator do contact the lac-gal operator
(Figure 5). Therefore, the orientations of those side chains that
make specific contacts to the bases in the major groove of the
lac operator, such as Leu6, Tyr7, Ser21, Arg22, and His29, seem
to be very similar in both the Val17Ala18 headpiece and the
lac headpiece DNA complexes. The same conclusion holds for
those side chains that only make contacts to the DNA back-
bone, such as Thr5, Ser16, Thr19, Asn25, Val30, Ser31, Thr34, or
Tyr47 (Figure 5).


The structural basis for the specificity change


The isolation of mutant repressors that display altered DNA-
binding specificity has been described for other HTH transcrip-
tion regulators. Wharton and Ptashne (1985) demonstrated
that, by redesigning the recognition helix of the bacteriophage


434 repressor, it was possible to change its specificity to that
of the P22 repressor.[3b] Similarly, Wharton et al. (1984) showed
that the specificity of the 434 repressor could be switched to
that of the cro protein by redesigning the recognition helix.[19]


Comparison of the protein–DNA contacts observed in the
structure of the Val17Ala18 headpiece bound to the lac-gal op-
erator with those observed in the structure of the wild-type lac
headpiece bound to the left side of the lac operator shows
that, while Val17 and Ala18 make a different network of inter-
actions, the orientation of most side chains that contact the
major groove of the DNA is surprisingly conserved (Figure 5).
We propose that the contacts made by the side chains of Thr5,
Leu6, Ser16, Thr19, and Tyr47 to the DNA backbone are an-
choring contacts that help the headpiece to assemble correctly
on the lac operator. Once these anchoring points are estab-
lished, the specificity is then provided by the hydrophobic in-
teractions made by Val17 and Ala18 with the base pairs 6, 7,
and 8 on the major groove of the lac-gal operator.
The hydrophobic interaction between Ala18 Ha and b-CH3


groups and the methyl group of Thy7 contribute to the stabili-
zation of the protein–DNA complex to a large extent. Similarly,
the hydrogen bond contacts from Tyr17 and Gln18 to GC7
must make a large contribution to the stabilization of the wild-
type complex (Figure 5). The specificity of the Val17Ala18 head-
piece for the lac-gal operator is therefore driven by the com-
plementarity of the protein–DNA interface.


Broad specificity of the Val17Ala18 headpiece


Gel retardation experiments confirmed the much higher affini-
ty of the Val17Ala18 headpiece for the lac-gal operator than
for the lac-SymL operator under high salt conditions, thus indi-
cating a clear specificity change upon mutation of these two
residues.
However, the effects of the salt concentration on the bind-


ing affinities of the Val17Ala18 lac headpiece to the lac-gal and
to the lac-SymL operators shown in Figure 2 and Table 1 indi-
cate that the Val17Ala18 headpiece displays a lower specificity
than the wild-type headpiece under low salt conditions. A de-
tailed inspection of the Kd values reported in Table 1 shows
that the Val17Ala18 headpiece binds more tightly than the
wild-type headpiece to nonoperator DNA under either low or
high salt conditions. This indicates that the mutant headpiece
requires higher salt concentrations in order to decrease the
contribution of nonspecific binding in the recognition mecha-
nism. It is not clear why the Val17Ala18 headpiece binds more
tightly than the wild-type lac headpiece to nonoperator DNA.
It is remarkable that, at low salt concentrations, the


Val17Ala18 headpiece binds tightly to the lac-SymL operator
and also bends this operator. Similarly, a very weak binding of
the wild-type lac headpiece on the lac-gal operator is detected
under low salt concentrations and the fraction of the DNA
bound is also bent by approximately 338 (Table 1). However,
DNA bending was not observed in the NMR structure of the di-
meric lac headpiece bound to a nonspecific DNA sequence;
this observation was confirmed by our present biochemical
data (Table 1).[12]
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The above observations can be related to studies of the in-
teraction of wild-type lac repressor with lac operator variants
containing single symmetric substitutions[20a] and lac operators
containing constitutive mutations.[20b] These studies showed
that the binding mode to these altered operators can retain
some of the thermodynamic characteristics of the binding to
the wild-type operator: namely, the polyelectrolyte effect and
the heat capacity change of association. It has been proposed
that in all cases the protein conformation adapts to the new
DNA sequence in such a way as to optimize the interactions at
the interface in a particular way for each sequence.[20]


Comparison with mutagenesis data


The orientations of the side chains of Val17 and Ala18 in our
structure seem to be compatible with several observations
made by Lehming et al. based on experiments using single-res-
idue mutant lac repressors containing Val at position 1 or Ala
at position 2 of the recognition helix.[4c]


Lehming et al. also noticed that the complex between the
double mutant Val17Ala18 lac repressor and the equivalent
lac-gal operator (341 in their nomenclature[4c]) was much more
stable than the complexes between the Val17 or Ala18 single-
mutant repressors and the lac-gal operator, suggesting that
the combination of residues at positions 1 and 2 of the recog-
nition helix forms a more favorable interface to interact with
base pairs 6 and 7 of the lac operator under physiological salt
conditions.
The preference for Val and Ala at positions 1 and 2, respec-


tively, was studied by Sartorius et al. , who screened several
other repressor mutants that would be able to recognize the
variant lac operator with AT at position 7, using similar in vivo
assays for detecting repression.[4e] Mutants containing
Ser17Ala18, Ser17Thr18, Pro17Thr18, Ile17Thr18, and His17-
Val18 were found; this suggests a strong preference for Ala or
Thr in position 2, while a larger degree of variability is allowed
for position 1.


Implications for the recognition of the gal operator by the
gal repressor


Probably as a consequence of its broad specificity, the
Val17Ala18 headpiece binds, although with lower affinity, to
the gal Oe operator (Figure 2 and Table 1). Moreover, it also
bends the gal Oe operator upon binding (Figure 3, Table 1).
Figure 1D shows that the left-hand side of the gal Oe opera-


tor differs from the lac-gal operators at positions 3 and 9,
while the right-hand side differs from the lac-gal operator at
position 15. The base pair at position 15 is the symmetric
equivalent of position 8 (Figure 1D); it is specifically recog-
nized by Val17 and Ala18 in the Val17Ala18 headpiece–DNA
complex (Figure 5). It therefore appears reasonable that the
Val17Ala18 headpiece should display broad specificity and be
able to recognize a GC at that position. In fact, Sartorius et al.
detected lower levels of b-galactosidase repression in the inter-
action of the Val17Ala18 lac repressor with variant operators
containing C, G, or A at this position.[4e]


The sequence alignment of the DNA-binding domains of lac
and gal repressors shows that several amino acids that contact
the DNA in the lac headpiece–DNA complex are conserved in
the gal repressor (Figure 1A).[8b] This is the case for Thr4 and
Ile5 in the gal, which correspond to Thr5 and Leu6 in the lac
repressor, or galR Ser14, Thr17, Asn23, Ala28, Ser29, and Tyr45,
which correspond to lacR Ser16, Thr19, Asn25, Val30, Ser31,
and Tyr47. Moreover, the amino acid sequences of the recogni-
tion helices of the gal and lac repressors differ only in positions
1, 2, and 8 (Figure 1A, B). It therefore appears valid to propose
that the gal headpiece recognizes the gal Oe operator in a sim-
ilar way to that in which the Val17Ala18 lac headpiece recog-
nizes the lac-gal operator. The base pairs TA6, AT7, and AT8 on
the left-hand side, or TA13, TA14, and CG15 on the right-hand
side of the gal Oe operator (Figure 1D), would then participate
in specific hydrophobic interactions with Val and Ala at posi-
tions 1 and 2 of the gal repressor recognition helix.
The fact that the Val17Ala18 headpiece was able to bend


the gal Oe operator suggests that the DNA-bending mecha-
nisms of gal and lac repressors are similar. Although the se-
quence identity between the lac and the gal repressors in the
hinge region is lower than in the recognition helix, Leu56—
which intercalates in the minor groove of the lac operator—is
conserved in the primary sequence of the gal repressor.


Experimental Section


Expression and purification of the Val1Ala2 lac headpiece : The
plasmid pET-HP62(Y17V/Q18A/V52C) was constructed by combina-
tion of the plasmid pET-HP62(V52C) with the plasmid pET-HP56
containing the substitutions Y17V and Q18A,[9,21] by use of the SalI
and SacI restriction sites present in the gene for the lac headpiece.
The nucleotide sequence of the plasmid pET-HP62(Y17V/Q18A/
V52C) coding for the Va17Ala18 lac headpiece was confirmed by
DNA sequencing. The protein was expressed in E. coli DH9 by use
of a T7 RNA polymerase/promoter system.[22,23] Production and iso-
lation of uniformly 15N- or 13C/15N-labeled proteins followed the
procedure described for the dimeric wild-type lac headpiece.[9,23]


All samples were concentrated with the aid of Amicon concentra-
tors and ultrafiltration membranes from Millipore. The HPLC-puri-
fied lac-gal operator (5’-GAATTGTAAGCGCTTACAATTC-3’) was pur-
chased from RNA-TEC (Leuven, Belgium); the lac-SymL operator
(5’-GAATTGTGAGCGCTCACAATTC-3’) was purchased from Carl Roth
GmbH (Karlsruhe, Germany).


DNA-binding and DNA-bending assays : The gel retardation and
the DNA-bending assays were performed essentially as described
in Spronk et al. (1999).[24] Binding experiments were performed
with 140 bp DNA fragments containing the 22 bp lac-gal, lac-SymL,
and nonoperator DNA (NOD), and the 23 bp gal Oe operator sites
(Figure 1C, D) ligated in the center. These fragments were the
same as those used in the bending experiments. All the experi-
ments were performed at 4 8C in 20 mL of reaction buffer contain-
ing Tris (pH 8.1, 10 mm), KCl (50 mm or 250 mm), EDTA (1 mm),
glycerol (5% v/v), and BSA (0.1 mgmL�1).


NMR spectroscopy : The NMR samples contained dimeric 15N- or
15N/13C double-labeled Val1Ala2 lac headpiece (1 mm) and unla-
beled lac-gal operator (1 mm) in KPi buffer (pH 6.0, 10 mm), KCl
(20 mm), [D8]glycerol (5%), D2O (5%), and NaN3 (0.1%). All the
NMR spectra were acquired at 315 K on Bruker AVANCE spectrome-
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ters. Backbone resonance assignments were based on previous as-
signments available for the wild-type lac headpiece bound to the
lac operator and on the analysis of the sequential connectivities
observed in 3D NOESY-(1H,15N)-HSQC spectra. Confirmation of
these assignments was achieved by analysis of 3D CBCA(CO)NH
and 3D HNCO experiments recorded on spectrometers operating
at 600 and 750 MHz. Side chain assignments were obtained from
a 2D (1H,13C) HSQC modified for aromatic resonances, 3D HBHA-
(CO)NH, 3D (H)CC(CO)NH, 3D HC(C)H-TOCSY, and 3D (H)CCH-
TOCSY experiments acquired at 700 MHz or on a 600 MHz spec-
trometer fitted with a cryoprobe. Intramolecular NOEs for the pro-
tein were identified from 2D NOE, 3D NOESY-(1H,15N)-HSQC, and 3D
NOESY-(1H,13C)-HSQC experiments acquired at 750 or 900 MHz with
a mixing time of 100 ms. The assignment of the DNA resonances
and the collection of intramolecular DNA NOEs and intermolecular
protein–DNA NOEs were performed in a 2D NOE spectrum ac-
quired at 900 MHz, and 13C/15N double-filtered 2D NOE experi-
ments acquired in water and in D2O at 700 and 900 MHz, with a
mixing time of 100 ms. One protein–DNA hydrogen bond involving
the backbone HN of Leu6 and a phosphate group of the DNA
could be identified by the observation of a cross hydrogen bond
scalar coupling 3JNP in a 31P-edited constant time (1H,15N) HSQC ex-
periment performed with and without 31P decoupling during the
constant time delay of 60 ms.[25] The observation of the OH signal
of Tyr47 indicated that this atom was protected from exchange
with the solvent, suggesting that it was also participating in a hy-
drogen bond. Residual 1DNH and


1DCH dipolar couplings were deter-
mined from the differences in measured 1JNH and


1JCH values at two
different magnetic fields: 21.14 T (1H frequency 900.21 MHz) and
11.75 T (1H frequency 500.28 MHz) due to the intrinsic anisotropic
magnetic susceptibility of DNA. The values for the 1JNH and 1JCH
couplings were extracted from J-modulated 2D HSQC experiments
as described by Tjandra et al.[26] The spectra were acquired with
256 complex points in the indirect dimension, and a constant time
(CT) period of 28 ms for the CT-1H,13C-HSQC experiments. All
spectra were processed with NMRPipe and analyzed by using
NMRView.5.0.4.[27]


NMR restraints : Intra- and intermolecular NOEs were analyzed and
converted into distance restraints by use of NMRView.[27b] Chemical
shifts of 15N, Ha,


13Ca,
13Cb, and


13C’ resonances were used as input
for TALOS to predict f and y dihedral angles, which were subse-
quently used as restraints in the structure calculations.[28] Two pro-
tein–DNA hydrogen bonds connecting Leu6 HN and Tyr47 OH with
the phosphate group of Cyt9 were also used as intermolecular re-
straints. The assignment of these hydrogen bonds is based on the
observations described previously, and also on the analysis of pre-
liminary structures in which both Leu6 HN and Tyr47 OH hydrogen
bond the phosphate group of Cyt9; these contacts have also been
observed in the wild-type complex. They were introduced as am-
biguous restraints to either of the two oxygen atoms of the phos-
phate group of Cyt9, with upper bounds of 2 L (H-OP) or 3 L (N-
OP, or O-OP). NOEs that could have a contribution from protein–
protein intermonomer contacts were assigned on the basis of simi-
larity with the previously described wild-type lac-headpiece–lac op-
erator complexes.[4g, 11] They were treated as ambiguous intra- and
intermonomer restraints. RDCs were included as harmonic
restraints.[29] The value of the RDC force constant
(100 kcalmol�1Hz�2) was chosen such that the difference between
the back-calculated and the experimentally determined values was
roughly in agreement with the experimental error. The axial and
rhombic components of the molecular alignment tensor Da and R,
respectively, were initially determined by the histogram method as
implemented in PALES2.0,[30a, c] and further refined by a grid search


procedure.[30b] By using this approach, the optimal values were
found to be Da=1.1 Hz and R=0.65.


Structure calculation of the dimer : The calculation of the sym-
metric Val17Ala18 lac headpiece dimer was performed with
ARIA1.3 protocols by use of CNS,[31a–b] with the parallhdg5.3 force
field and the PROLSQ parameter set.[31c–d] The structure was initially
calculated on the basis of distance and dihedral angle restraints as
described previously for the wild-type complex.[4g] The 20 struc-
tures with lowest total energy were further refined with the DNH re-
straints in a second simulated annealing protocol in torsion angle
space, also including C2 and noncrystallographic (NCS) symmetry
restraints.[32] 200 structures were calculated, and 50 of them were
refined in explicit water. An ensemble of 12 structures was selected
for docking on the DNA on the basis of low total energy and suita-
ble orientation of the two monomers, in agreement with the previ-
ously determined wild-type complex.


Structure calculation of the protein–DNA complex : Docking on
the lac-gal operator was performed with HADDOCK1.3 with use of
CNS,[33,31b] the parallhdg5.3 force field, and the OPLS nonbonded
parameter set with full electrostatic and van der Waals potentials
with use of an 8.5 L cutoff and a dielectric constant of 10 for the
vacuum part.[31c,34] The starting B-DNA structure was built by use of
Namot2 (www.t10.lanl.gov/namot/). Watson–Crick base pairing and
the planarity of purine and pyrimidine rings were ensured by a set
of artificial restraints.[4g] Backbone dihedral angle restraints for B-
DNA were used in order to maintain the conformations of the first
seven and the last seven base pairs of the DNA (bps 1–7 and 16–
22). Symmetry restraints were used in order to maintain the C2
symmetry of the complex during the whole docking procedure.
The docking strategy consisted of a first step of rigid body minimi-
zation with DNA and protein 50 L away from each other. The
actual docking was performed during the simulated annealing
stage in torsion angle space, with the protein and the eight central
DNA base pairs treated as fully flexible (5000 steps at 2000 K, 8000
steps from 2000 to 500 K, and a final 8000 steps from 2000 K to
50 K, with the remainder of the DNA treated as flexible as well). In
total, 200 structures were generated, and the 50 lowest-energy
structures were selected for refinement in explicit water including
the DNH restraints. The 20 lowest-energy structures were selected
for analysis. Protein–DNA interactions were analyzed with DIM-
PLOT,[35] the DNA helical parameters and the bend angle were ana-
lyzed with CURVES,[16] and the RDC quality factor (Q-factor[18]) was
evaluated with PALES.[30c] The figures depicting the structure were
generated with MOLMOL.[36] The atomic coordinates of the final
structures have been deposited in the Protein Data Bank (accession
code 2BJC).


Acknowledgements


This work was financially supported by the Chemical Division of
the Netherlands Organization for Scientific Research (NWO-CW).
R.K.S. was the recipient of a Ph.D. fellowship from the National
Council for Scientific and Technological Development (CNPq,
Brazil). We thank E. Halff for her assistance in preparing the
pBend2-lac-gal vector, R. Wechselberger and E. Tischenko for
technical assistance in acquiring some of the NMR spectra, A.
George for technical assistance with protein expression and puri-
fication, and Dr. D. L. Bryce for providing scripts to predict the
theoretical values of DNA magnetic susceptibility tensor anisotro-
py and rhombicity.


1636 C 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1628 – 1637


R. K. Salinas, R. Kaptein, et al.



www.chembiochem.org





Keywords: DNA recognition · NMR spectroscopy · protein–
DNA recognition · specificity · transcription


[1] a) C. G. Kalodimos, R. Boelens, R. Kaptein, Chem. Rev. 2004, 104, 3567–
3586; b) H. C. Pace, M. A. Kercher, P. Lu, P. Merkiewicz, J. H. Miller, G.
Chang, M. Lewis, Trends Biochem. Sci. 1997, 22, 334–339; c) B. MAller-
Hill, Curr. Opin. Microbiol. 1998, 1, 145–151; d) C. E. Bell, M. Lewis, Curr.
Opin. Struct. Biol. 2001, 11, 19–25.


[2] C. O. Pabo, R. T. Sauer, Annu. Rev. Biochem. 1984, 53, 293–321.
[3] a) R. H. Ebright, P. Cossart, B. Gicquel-Sanzey, J. Beckwith, Nature 1984,


311, 232–235; b) R. P. Wharton, M. Ptashne, Nature 1985, 316, 601–605;
c) R. G. Brennan, B. W. Matthews, J. Biol. Chem. 1989, 264, 1903–1906;
d) S. C. Harrison, A. K. Aggarwal, Annu. Rev. Biochem. 1990, 59, 933–969.


[4] a) R. H. Ebright, Proc. Natl. Acad. Sci. USA 1986, 83, 303–307; b) R. Boe-
lens, R. M. J. N. Lamerichs, J. A. C. Rullmann, J. H. van Boom, R. Kaptein,
Protein Sequences Data Anal. 1988, 1, 487–498; c) N. Lehming, J. Sartor-
ius, M. Niemoller, G. Genenger, B. von Wilcken-Bergmann, B. MAller-Hill,
EMBO J. 1987, 6, 3145–3153; d) N. Lehming, J. Sartorius, S. Oehler, B.
von Wilcken-Bergmann, B. MAller-Hill, Proc. Natl. Acad. Sci. USA 1988,
85, 7947–7951; e) J. Sartorius, N. Lehming, B. Kisters, B. von Wilcken-
Bergmann, B. MAller-Hill, EMBO J. 1989, 8, 1265–1270; f) L. G. Kleina, J.
Miller, J. Mol. Biol. 1990, 212, 295–318; g) C. G. Kalodimos, A. M. J. J.
Bonvin, R. K. Salinas, R. Wechselberger, R. Boelens, R. Kaptein, EMBO J.
2002, 21, 2866–2876.


[5] a) C. A. E. M. Spronk, M. Slijper, J. H. van Boom, R. Kaptein, R. Boelens,
Nat. Struct. Biol. 1996, 3, 916–919; b) M. Lewis, G. Chang, N. C. Horton,
M. A. Kercher, H. C. Pace, M. A. Schumacher, R. Brennan, P. Lu, Science
1996, 271, 1247–1254.


[6] N. Lehming, J. Sartorius, B. Kisters-Woike, B. von Wilcken-Bergmann, B.
MAller-Hill, EMBO J. 1990, 9, 615–621.


[7] A. Simons, D. Tils, B. von Wilcken-Bergmann, B. MAller-Hill, Proc. Natl.
Acad. Sci. USA 1984, 81, 1624–1628.


[8] a) W. Gilbert, A. Maxam, Proc. Natl. Acad. Sci. USA 1973, 70, 3581–3584;
b) B. von Wilcken-Bergmann, B. Muller-Hill, Proc. Natl. Acad. Sci. USA
1982, 79, 2427–2431; c) A. Majumdar, S. Adhya, J. Biol. Chem. 1987,
262, 13258–13262.


[9] C. G. Kalodimos, G. E. Folkers, R. Boelens, R. Kaptein, Proc. Natl. Acad.
Sci. USA 2001, 98, 6039–6044.


[10] H. Wu, D. M. Crothers, Nature 1984, 308, 509–513.
[11] C. A. E. M. Spronk, A. M. J. J. Bonvin, P. Radha, G. Melacini, R. Boelens, R.


Kaptein, Structure 1999, 7, 1483–1492.
[12] C. G. Kalodimos, N. Biris, A. M. J. J. Bonvin, M. M. Levandoski, M. Guen-


nuegues, R. Boelens, R. Kaptein, Science 2004, 305, 386–389.
[13] C. Zwieb, J. Kim, S. Adhya, Genes Dev. 1989, 3, 606–611.
[14] M. Slijper, A. M. J. J. Bonvin, R. Boelens, R. Kaptein, J. Mol. Biol. 1996,


259, 761–773.
[15] V. P. Chuprina, J. A. C. Rullmann, R. M. J. N. Lamerichs, J. H. van Boom, R.


Boelens, R. Kaptein, J. Mol. Biol. 1993, 234, 446–462.
[16] R. Lavery, H. Sklenar, J. Biomol. Struct. Dyn. 1988, 6, 63–91.


[17] a) N. Tjandra, S. Tate, A. Ono, M. Kainosho, A. Bax, J. Am. Chem. Soc.
2000, 122, 6190–6200; b) H. C. Kung, K. Y. Wang, I. Goljer, P. Bolton, J.
Magn. Reson. Ser. B 1995, 109, 323–325.


[18] G. Cornilescu, J. L. Marquardt, M. Ottiger, A. Bax, J. Am. Chem. Soc.
1998, 120, 6836–6837.


[19] R. P. Wharton, E. L. Brown, M. Ptashne, Cell 1984, 38, 361–369.
[20] a) D. E. Frank, R. M. Saecker, J. P. Bond, M. W. Capp, O. V. Tsodikov, S. E.


Melcher, M. M. Levandoski, M. T. Record, J. Mol. Biol. 1997, 267, 1186–
1206; b) M. C. Mossing, M. T. Record, J. Mol. Biol. 1985, 186, 295–305.


[21] M. Slijper, Ph.D. Thesis, Utrecht University (The Netherlands), 1996.
[22] a) D. L. Hare, J. R. Sadler, Gene 1978, 3, 269–278; b) S. Tabor, C. C.


Richardson, Proc. Natl. Acad. Sci. USA 1985, 82, 1074–1078.
[23] M. Slijper, R. Boelens, A. L. Davis, R. N. H. Konings, G. A. van der Marel,


J. H. van Boom, R. Kaptein, Biochemistry 1997, 36,249–254.
[24] C. A. E. M. Spronk, G. E. Folkers, A. G. W. Noordman, R. Wechselberger, N.


van den Brink, R. Boelens, R. Kaptein, EMBO J. 1999, 18, 6472–6480.
[25] M. Mishima, M. Hatanaka, S. Yokoyama, T. Ikegami, M. Walchli, Y. Ito, M.


Shirakawa, J. Am. Chem. Soc. 2000, 122, 5883–5884.
[26] a) N. Tjandra, S. Grzesiek, A. Bax, J. Am. Chem. Soc. 1996, 118, 6264–


6272; b) N. Tjandra, A. Bax, J. Magn. Reson. 1997, 124, 512–515.
[27] a) F. Delaglio, S. Grzesiek, G. W. Vuister, G. Zhu, J. Pfeifer, A. Bax, J.


Biomol. NMR 1995, 6, 277–293; b) B. A. Johnson, R. A. Blevins, J. Biomol.
NMR 1994, 4, 603–614.


[28] G. Cornilescu, F. Delaglio, A. Bax, J. Biomol. NMR 1999, 13, 289–302.
[29] N. Tjandra, J. G. Omichinski, A. M. Gronenborn, G. M. Clore, A. Bax, Nat.


Struct. Biol. 1997, 4, 732–738.
[30] a) G. M. Clore, A. M. Gronenborn, A. Bax, J. Magn. Reson. 1998, 133,


216–221; b) G. M. Clore, A. M. Gronenborn, N. Tjandra, J. Magn. Reson.
1998, 131, 159–162; c) M. Zweckstetter, A. Bax, J. Am. Chem. Soc. 2000,
122, 3791–3792.


[31] a) J. P. Linge, M. Habeck, W. Rieping, M. Nilges, Bioinformatics 2003, 19,
315–316; b) A. T. Brunger, P. D. Adams, M. G. Clore, W. L. DeLano, P.
Gros, R. W. Grosse-Kunstleve, J. Jiang, J. Kuszewski, M. Nilges, N. S.
Pannu, R. J. Read, L. M. Rice, T. Simonson, G. L. Warren, Acta Crystallogr.
Sect. D Biol. Crystallogr. 1998, 54, 905–921; c) J. P. Linge, M. A. Williams,
C. A. E. M. Spronk, A. M. J. J. Bonvin, M. Nilges, Proteins 2003, 50, 496–
506; d) R. A. Engh, R. Huber, Acta Crystallogr. Sect. A Found. Crystallogr.
1991, 47, 392–400.


[32] M. Nilges, Proteins 1993, 17, 297–309.
[33] C. Dominguez, R. Boelens, A. M. J. J. Bonvin, J. Am. Chem. Soc. 2003,


125, 1731–1737.
[34] W. L. Jorgensen, J. Tirado-Rives, J. Am. Chem. Soc. 1988, 110, 1657–


1671.
[35] A. C. Wallace, R. A. Laskowski, J. M. Thornton, Prot. Eng. 1995, 8, 127–


134.
[36] R. Koradi, M. Billeter, K. WAthrich, J. Mol. Graphics 1996, 14, 51–55.
[37] D. L. Bryce, J. Boisbouvier, A. Bax, J. Am. Chem. Soc. 2004, 126, 10820–


10821.


Received: February 4, 2005
Published online on August 11, 2005


ChemBioChem 2005, 6, 1628 – 1637 www.chembiochem.org C 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 1637


gal-Repressor Mimic



www.chembiochem.org






High-Resolution Solid-State NMR Studies on
Uniformly [13C,15N]-Labeled Ubiquitin
Karsten Seidel, Manuel Etzkorn, Henrike Heise, Stefan Becker, and
Marc Baldus*[a]


Introduction


Significant progress has recently been made in the use of
magic-angle spinning (MAS[1]) NMR for structural studies in
large, noncrystalline complexes. Structural models have been
obtained, for example, for polypeptides that form macromolec-
ular assemblies[2,3] or bind to large membrane proteins.[4] If 3D
molecular structures are available as a reference, MAS-based
solid-state techniques can be used to gain insight into the de-
tails of protein functioning, as demonstrated by several groups
in the case of rhodopsin.[5] In addition, polypeptides and glob-
ular proteins have been an important target area of solid-state
NMR, including studies on protein dynamics,[6,7] folding,[8,9] or
ligand binding.[10] Whenever high-resolution X-ray or solution-
state NMR 3D structures are available, globular proteins also
represent a useful tool with which to develop and optimize
solid-state NMR methodology and instrumentation. Such ef-
forts have given rise to a handful of 3D structures ranging
from two- and three-residue peptides to small proteins.[3, 11–13]


In particular, we have shown[13–15] that 3D molecular structures
can be constructed through the use of a single, uniformly la-
beled sample.


Researchers have for a long time been interested in estab-
lishing a relationship between (supra)molecular structure and
variations in solid-state NMR resonance frequencies, in con-
texts such as the polymorphism observed for compounds of
low molecular weight.[16] In addition to variations in experi-
mental conditions, such as hydration level or temperature,[7]


details of sample preparation have been shown to affect MAS
NMR spectra of microcrystalline proteins,[8, 17] protein fibrils
formed by b-amyloid peptides,[18] and a-synuclein (H.H. , W.
Hoyer, S.B. , O. C. Andronesi, D. Riedel, M.B. , unpublished re-
sults) and they can also play a significant role in the case of
peptides and proteins reconstituted into lipid bilayers. While it
is well known that hydration,[19,20] crystallization,[7,21,22] or the
addition of cryoprotectants[23] can improve the spectral resolu-
tion of globular proteins, a detailed understanding of the rela-


tionship between solid-phase protein preparation and 3D mo-
lecular structure derived from MAS NMR is currently lacking.
Such aspects have been thoroughly investigated by solution-
state NMR in the case of ubiquitin, a 76-residue protein rich in
secondary structure and involved in a variety of important
cellular functions.[24] As well as the 3D structure[25] (PDB code:
1D3Z), folding intermediates[26] and, in particular, protein dy-
namics (see, for example, refs. [26–28]) have been examined in
great detail.


Not surprisingly, ubiquitin has also become an attractive
model system for MAS-based solid-state NMR studies, and
yields MAS-NMR spectra that vary depending on the details of
sample preparation.[17,20,22,29–32] Here we first derive sequential
resonance assignments for uniformly labeled U-[13C,15N] ubiqui-
tin precipitated from poly(ethylene glycol) (PEG). We show
how (15N, 15N) correlations and indirectly detected proton–
proton contacts can be used to monitor protein structure. Our
experimental results show that the single-crystal structure of
ubiquitin and the 3D structure in PEG-microcrystals must be
closely related, and so we can compare our experimental find-
ings with MAS-NMR results obtained on hydrated ubiquitin
and precipitants obtained by use of 2-methylpentane-2,4-diol
(MPD)[22] in close reference to the X-ray structure and solution-
state NMR data. We conclude that the influence of sample
preparation on 3D protein structure determination in solids is
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Department of NMR-Based Structural Biology
Max Planck Institute for Biophysical Chemistry
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Understanding of the effects of intermolecular interactions, mo-
lecular dynamics, and sample preparation on high-resolution
magic-angle spinning NMR data is currently limited. Using the
example of a uniformly [13C,15N]-labeled sample of ubiquitin, we
discuss solid-state NMR methods tailored to the construction of
3D molecular structure and study the influence of solid-phase
protein preparation on solid-state NMR spectra. A comparative
analysis of 13C’, 13Ca, and 13Cb resonance frequencies suggests


that 13C chemical-shift variations are most likely to occur in pro-
tein regions that exhibit an enhanced degree of molecular mobili-
ty. Our results can be refined by additional solid-state NMR tech-
niques and serve as a reference for ongoing efforts to character-
ize the structure and dynamics of (membrane) proteins, protein
complexes, and other biomolecules by high-resolution solid-state
NMR.
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most critical for molecular segments that exhibit a high degree
of molecular mobility.


Results and Discussion


Structural characterization of UBI-P


Resonance assignments : To obtain sequential resonance as-
signments of UBI-P (precipitation with PEG) we used a set of
two- and three-dimensional NC and CC correlation experi-
ments. As an example, Figure 1 shows the results of a two-di-
mensional (13C,13C) spin-diffusion (SD[33]) experiment conducted
under weak coupling conditions[34] on UBI-P for two different
mixing times. For short mixing times (tCC=4 ms; insert), only
intraresidue correlations are visible, whilst for a mixing time of
100 ms, interresidue (13C,13C) correlations appear. These interac-
tions are particularly easy to identify in the spectral region be-
tween 70 and 40 ppm, where intraresidue correlations are only


possible for Ser, Thr, or Pro residues. In Figure 1, (i, i�1) and
(i, i�2) correlations involving residues 1–4 and 17–27 are indi-
cated as an example. To separate signal sets in an additional
dimension, N–C-type correlation experiments[35] were conduct-
ed by use of SPECIFIC CP[36] transfers and SD (13C,13C) mixing
blocks. Notably, no qualitative differences were detected in
any of our spectra if this mixing unit was replaced by a DARR-
type[37] irradiation scheme in which heteronuclear dipolar inter-
actions involving protons and through-space proton–proton
interactions are active.


Figure 2 shows an NCA-type spectrum obtained on UBI-P
with an 800 MHz instrument. Additional experiments using var-
iable 1H decoupling strength reveal that the detected 15N line
width (0.8 ppm) is sensitive to the 1H r.f. decoupling field
strength in the 70–95 kHz range. Analysis of a series of CC and
NC two- and three-dimensional spectra resulted in the de
novo assignment of 86% of the 76 protein residues. The as-
signments are given as Supporting Information and reveal


Figure 1. CC correlation spectrum obtained on U[13C,15N] UBI-P for mixing times of 100 ms and 4 ms (inserts) under weak coupling conditions.[34] Spectra were
taken at 18.8 T B0 field, 12.5 kHz MAS rate, and a temperature of 261 K. Signals were acquired over 36 h, with a maximum t1 evolution time of 6.2 ms. Several
(i, i�1) and (i, i�2) correlations are indicated as an example.
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peak doubling for T9, I13, S20, I23, V26, P37, and A46. Two
(C,C) correlation patterns are seen for Ile23 and V26 (Figure 1),
for example, and two NCA peaks are found for T9 and S20
(Figure 2). Such peak doubling has been observed previously
in (1H,15N) correlation spectra obtained on perdeuterated UBI-P
samples[31] and for the catabolite repression histidine-contain-
ing phosphocarrier protein Crh,[8] and is indicative of the occur-
rence of multiple 3D conformations in the solid state. Notably,
all sequential resonance assignments reported here are self-
consistent and relate to the dominant peak intensities in the
spectra.


Secondary structure analysis : As shown previously for selec-
tively[38] or uniformly labeled[39] polypeptides, secondary chemi-
cal shifts provide a useful tool to describe protein secondary
structure under MAS conditions. With the resonance assign-
ments for UBI-P to hand, these parameters can be readily ob-
tained by using the TALOS[40] software routine. Information
about the backbone conformation in the solid state can also
be obtained by correlating two anisotropic interactions such
as the chemical-shift anisotropy (CSA) or the dipolar coupling
in a two-dimensional experiment.[41] In uniformly labeled pep-
tides, correlations between NH/NH[42] and NH/CH[43] dipolar


tensors have been used for backbone dihedral angle determi-
nations. Alternatively, relative tensor orientation may be en-
coded in the evolution of a double-quantum (2Q) two-spin
state under the effect of two anisotropic interactions. Applica-
tions correlating CH/NH[44] and CN/CN[45] dipolar couplings or
sequential carbonyl CSAs[46] have been demonstrated. In a 2Q
correlation experiment under CN dipolar dephasing conditions,
the signal amplitude can directly report on the backbone tor-
sion angle and can hence conveniently be applied in multiply
labeled polypeptides.[35] In the case of severe spectral overlap,
extensions to three spectral dimensions are possible.[47]


Below we investigate two additional techniques used to
refine the backbone topology in the context of a standard


Figure 2. NCA correlation spectrum under experimental conditions as in
Figure 1 with SPINAL-64 proton decoupling at 93 kHz r.f. field strength. The
duration of the experiment was 2.3 h, with a maximum t1 evolution time of
8 ms.


Figure 3. a) Molecular topology relevant in the context of NN and NHHC
correlation experiments. B) Theoretical dependence of the Ni–Ni+1 distance
(blue) on the torsion angle yi. C) and D) Relationships between the inter- (C,
orange) and intraresidue (D, black) amide proton–Ha distance and the rele-
vant torsion angles. Curves shown in C and D do not apply to Gly residues
(see ref. [51] for further details). Colored regions added in B–D depict distan-
ces characteristic of l-a helix (yellow), R-a helix (red), and b-sheet regions
(green).
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(15N,15N) or (15N,13C) correlation experiment. As can be seen in
Figure 3b, the (15N,15N) sequential distance is determined by
the backbone torsion angle y, ranging from 2.6 L to 3.65 L.
The corresponding dipolar couplings (see ref. [35] for a defini-
tion) take values between 68 Hz and 25 Hz, making the appli-
cation of dipolar recoupling schemes in the presence of high-
power proton decoupling difficult. Instead, (15N,15N) proton-
driven spin diffusion experiments have been utilized in the
context of solid-state NMR experiments under static[48] and
MAS conditions.[12,42, 49] Spectral spin diffusion[50] has been de-
scribed by an exponential cross-peak buildup and a phenom-
enological spin-diffusion time constant TSD. Here, TSD is given
by the (15N,15N) distance r12 of interest and the zero-quantum
(0Q) line-shape function (J0Q), evaluated at the isotropic chemi-
cal shift difference of 15N spin 1 and 2 for a given MAS rate. In
the case of proton–proton mixing, we have found[14] that
J0Q(wR) scales with 1/wR


2. To investigate whether a
similar dependence is observed for (15N,15N) mixing,
we conducted test experiments on U-[13C,15N]-labeled
l-histidine·HCl. Figure 4a shows the 15Nd1–


15Ne2 cross-
peak intensity measured for two MAS rates as a func-
tion of the SD time tNN. Both buildup curves were re-
corded at 9.4 T. Comparison to a theoretical descrip-
tion as in ref. [14] confirms that the zero-quantum
line-shape function indeed scales with 1/wR


2 and that
at a mixing time of 5 s and an MAS rate of 11 kHz,
correlations should involve predominantly (15N�15N)
distances below 3 L (Figure 4b).


The corresponding spectrum in the case of U-
[13C,15N]-labeled UBI-P recorded at 14.1 T with a spin-
ning speed of wr=11 kHz is shown in Figure 5. The
experimental results are compared with predictions
obtained from the known 3D (crystal) structure of
ubiquitin and the chemical-shift assignments for UBI-
P. Sequential contacts below 3 L are indicated by
filled circles. In line with Figure 3b, the vast majority
of the observed correlations correspond to sequential
(15N,15N) transfer in right-handed helices (underlined)
and b-turn (dashed underlined) regions of the pro-
tein. Moreover, all correlations expected from b-sheet
regions are in general weak or missing. Notably, cor-
relations not identified in Figure 5 can largely be ex-
plained by missing 15N assignments. We can hence
conclude that (15N�15N) distances of or below 3 L
dominate the NN spectrum under the experimental
conditions employed (MAS rate: 11 kHz, mixing time:
5 s, B0 : 600 MHz).


As can be seen in Figure 3c and d, NH�HCa dis-
tances provide an additional, sensitive measure of
the local backbone conformation. In particular, sequential NH�
HCa distances in b-sheet regions are shorter than the corre-
sponding intraresidue values. Figure 6 shows the (NH,Ca)
region of an NHHC[14,30] experiment on UBI-P, that permits the
recording of such interactions in a 15N evolution and 13C detec-
tion period. The experimental results are again compared to
structural data classified into intraresidue and interresidue po-
larization transfer for amide proton–Ha distances up to 2.5 L.


As expected from earlier studies in small molecules,[14] mixing
for 90 ms produces an NHHC spectrum in which proton–proton
interactions of a length scale of 2–3 L are dominant. Corre-
spondingly, the spectrum shown in Figure 6 can be explained
well by the dominant influence of interresidue correlations in-
volving b-sheet regions of the protein. Complementary to the
NN case, in which both a-helix and b-turn motifs appear in the
spectrum, intraresidue NHHC correlations are predominantly


Figure 4. a) 15Nd1–
15Ne2 cross-peak intensity measured on uniformly [13C,15N]-


labeled l-histidine·HCl at wr=7 kHz (*) and wr=12 kHz (*). Both buildup
curves were recorded at 9.4 T. Experimental results at 7 kHz were fitted
(black line) by use of the theoretical model described in ref. [14] and re-
scaled with the square of the ratio between the two spinning speeds (see
ref. [14]) to reproduce data obtained at 12 kHz (gray line). b) Theoretical
cross-peak buildup behavior, predicted with the help of a) at wr=11 kHz for
(15N,15N) distances of 2.4, 2.6, 2.8, 3.0, 3.2, and 3.4 L from top to bottom.


Figure 5. NN spin diffusion spectrum on UBI-P recorded at 14.1 T with a spinning speed
of wr=11 kHz and tNN=5 s. The temperature was set to �14 8C and acquisition times of
15 ms in t2 and 14 ms in t1 were used. The total experiment time was approx. 15 h, with
64 scans per t1 increment. Predicted N–N sequential contacts (with use of the X-ray struc-
ture as reference) below 3 L are indicated by filled gray circles. Assignments are under-
lined if found in elements of defined secondary structure [helix (solid) and b-turns
(dashed)] . Spinning side-band intensities are dotted.
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the result of b-turn conformations such as in the case of A46.
For glycine, strong intraresidue NHHC correlations are also pos-
sible for other secondary structure elements. In the case of
ubiquitin, these mainly relate to b-turn regions of the protein.
In addition, the NHHC spectrum contains correlations involving
intra- and interresidue NH�HCb spin pairs that encode addi-
tional information about the torsion angle c.[51] Finally, inter-b-
strand NH�HCa correlations relating to F4 NH–T66 Ha and
L67 NH–V5 Ha contacts are also detected. Notably, these dis-
tances (2.65 L) belong to the shortest long-range contacts
found in the X-ray structure. In two spectral dimensions, these
correlations cannot be assigned unequivocally. As in Figure 5,
correlations not identified in Figure 6 are the result of missing
15N and 13C resonance assignments. Spectral overlap can be


greatly reduced by use of 3D spectroscopy,[52] how-
ever, and may provide long-range NHHC constraints
useful in a subsequent structure calculation.


The results shown in Figures 3–6 demonstrate that
NN and NHHC correlations can provide a comple-
mentary means to characterize protein secondary
structure if recorded under appropriate experimental
conditions. Together with TALOS-derived torsion-
angle constraints (Figure 7, empty circles), these cor-
relations can hence be used to increase the number
of torsion-angle constraints. For UBI-P, torsion-angle
predictions classified as reliable in TALOS are in good
agreement with the X-ray structure (“P ” symbols in
Figure 7). The analysis of NN and NHHC spectra pro-
vides a total of 19 additional (f,y) torsion-angle con-
straints (filled circles) that resolve ambiguities detect-
ed by TALOS and can be used in the context of a
structure calculation. The corresponding residues are
often found in loop regions of the protein, where
TALOS predictions are known to be most unreliable.
Only one (y54) of the total of 92 refined torsion
angles differs significantly from values expected from
the X-ray structure. These results confirm that the
secondary structures of UBI-P microcrystals agree


with data obtained by X-ray crystallography and solution-state
NMR.


Investigation of 3D structure : Figure 8 compares results of a
(13C,13C) SD experiment (mixing time: 40 ms, MAS rate: 11 kHz,
600 MHz, blue) with CHHC[14,15,30] data (red) obtained for a
proton–proton mixing time of 250 ms. There are notable differ-
ences between the two spectra, which are most pronounced
in the Ca region. Most of these CHHC correlations cannot be
assigned unequivocally by 2D spectroscopy. However, by as-
suming a homology model, we can compare our CHHC data to
predictions from the X-ray structure and resonance assign-
ments obtained for UBI-P considering (1H,1H) distances up to
3.5 L. According to ref. [14] , such interactions should dominate
the CHHC spectrum under the experimental conditions consid-


Figure 6. NHHC spectrum on UBI-P with a total number of 6080 scans per t1 increment.
Data were recorded at �14 8C at 14.1 T with a spinning speed of 11 kHz. Predictions for
intra- [HNi– HCai] (squares) and interresidue [HNi+1–HCai] (circles) contacts below 2.5 L
are included. Triangles indicate short (<2.7 L) contacts between HNj–HCai with j j�i j>1.


Figure 7. Comparison between dihedral angles as found in the crystal structure (X) with TALOS predictions (*). Ambiguities in the TALOS analysis can be
resolved with the aid of NN and NHHC spectra, resulting in a total of 19 additional dihedral angles (*).
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ered here. Except for correlations involving methyl protons,
which are attenuated due to the short CP time but appear for
longer contact times, a variety of medium- and long-range
contacts in the distance range under consideration can be
identified. Correlations that do not overlap with intraresidue
cross-peaks of the CC spectrum are indicated by green sym-
bols. For example, (i, i+3) contacts such as 23–26 or 30–33 are
observed for the central a-helix. In addition, long-range con-
tacts such as 4–66 or 5–67, connecting b-strand 1 (b1) and b-
strand 5 (b5), are readily found. Likewise, b-strands 1 and 2 are
connected by CHHC correlations 6–12 and 4–14. In total, 30
CHHC constraints were identified, relating to four sequential,
nine medium-range, and 17 long-range contacts. The number
of unequivocal CHHC distance restraints could be increased by
use of three-dimensional correlation spectroscopy[52] or CHHC
data with different mixing times (data not shown). Moreover,
iterative methods demonstrated in ref. [13] or implemented in
software routines such as CYANA[53] or ARIA[54] could be used
to resolve ambiguities in the CHHC assignment process.


We next investigated whether the CHHC constraints identi-
fied in Figure 8, together with torsion-angle constraints derived
from a combined TALOS, NN, and NHHC structure analysis,


would be sufficient to construct
a 3D molecular structure
through the use of CNS. This ap-
proach hence does not deliver a
de novo 3D structure of UBI-P
microcrystals, but makes com-
parison of MAS-based NMR data
sets to existing structures possi-
ble. The resulting ensemble of
ten structures selected according
to the lowest overall energy and
aligned along the backbone
atoms of residues M1 to V70
with the aid of MOLMOL is
shown in Figure 9. The overall
fold and the characteristic secon-
dary structure elements are re-
produced well, suggesting that
the X-ray structure and the 3D
structure of PEG-precipitated
ubiquitin must be closely relat-
ed. When comparing the effect
of sample preparation on solid-
phase protein structure we will
hence utilize X-ray and solution-
state NMR results as a reference.


The effect of sample
preparation


As we have previously demon-
strated for Crh,[8] comparison of
MAS-NMR derived resonance as-
signments to structural data ob-
tained from other resources pro-


vides a useful instrument with which to study solid-phase pro-
tein structure. We begin by comparing (13C,13C) spectra of UBI-
P (Figure 10, red) with results obtained on UBI-H (rehydrated,
Figure 10c, green). While the detected 13C line width is compa-
rable, chemical shift variations for both backbone and side-
chain resonances are visible. Backbone Ca and Cb resonances
for S20, F45, and T22, for example, vary between 1 ppm and
over 2 ppm. Similar variations are also seen for C’–Cx (x=a,b)
correlations, as visible in Figure 10b. Figure 10a compares cor-
relations found for UBI-H with resonance assignments reported
for UBI-M[22] (precipitated with MPD). Interestingly, the agree-
ment between NMR spectra for those two preparations is far
better than that between microcrystals prepared from PEG and
MPD. We hence conclude that hydrated ubiquitin adopts a
solid-phase (supra)molecular structure that closely resembles
that present in the case of MPD precipitants. Chemical-shift as-
signments of UBI-M have already been compared in ref. [22]
with solution-state NMR data reported by Wand and co-work-
ers,[55] and these resonance assignments are in good agree-
ment with values reported by Bax and co-workers.[56] In
Figure 11, the last set of values has been subtracted from
chemical-shift assignments obtained for UBI-P. For the sake of


Figure 8. Comparison between a (13C,13C) SD experiment (mixing time: 40 ms, MAS rate 11 kHz, 600 MHz, blue)
and a CHHC[14,15,30] spectrum (red) obtained for a proton–proton mixing time of 250 ms on UBI-P. CHHC correla-
tions that do not overlap with SD cross-peaks and are consistent with short, medium, or long-range (X–Y) con-
tacts between residues X and Y are indicated by green symbols.
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clarity, chemical-shift changes are plotted only for C’, Ca, and
Cb. For many residues, these variations are significantly larger
than the natural line width (ca. 0.5 ppm). At the N terminus,
the strongest variations are observed for residues 1 and 2 at
the beginning of the first b-strand and, subsequently, within
the loop connecting b-strand 2 and the central a-helix. Inter-
estingly, both regions exhibit a high degree of molecular
motion when analyzed in weakly aligned, solubilized protein
samples.[28] In the a-helix a1, strong variations are found for
residues 23 and 25, which have been shown to exhibit confor-
mational exchange in solution.[27,57] Such a mechanism[27] could
also explain the large variations seen for Glu18. With the ex-
ception of residue 33, chemical shift variations are small for a-
helical residues 26–34, again in agreement with a recent solu-
tion-state NMR study on protein dynamics.[28] An accurate anal-
ysis for residues 40–50 is difficult, due to missing solid-state
NMR assignments for residues 40, 41 and 49. Strong variations
are again observed for the 3/10-helix 57–59, in agreement with
ref. [28]. Finally, order parameters close to the 0 reported for
the C terminus in the solution state are consistent with a
highly flexible protein C-terminal segment in UBI-P, which
gives rise to a strong reduction of (1H,13C) and (1H,15N) CP effi-
ciency. These residues are missing in the CC and NC spectra
for the experimental temperatures used in our study; this
would be consistent with molecular mobility that gives rise to


Figure 9. Ensemble of 10 UBI-P structures calculated by use of CNS consis-
tent with TALOS, NN, NHHC, and CHHC data. Structures were aligned along
the backbone atoms of residues M1 to V70 with the aid of MOLMOL.


Figure 10. Comparison of (13C,13C) SD spectra for UBI-P (red) with experimental results obtained on UBI-H (green) with an SD mixing time of 40 ms SD and an
MAS rate of 11 kHz at 600 MHz.
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a reduction of through-space couplings and is only frozen out
at lower temperatures.


In Figure 12a, we display the chemical shift changes shown
in Figure 11 on the 3D (crystal) structure of ubiquitin. For sim-
plicity, only the added norm of C’, Ca, and Cb chemical shift
variations is plotted, ranging from small (green) to large (red)
values. Unassigned residues are indicated in gray. With the ex-
ception of a-helical residues known to undergo conformational
exchange and the C terminus, the largest chemical variations
are observed for the loop comprising residues 16–22 and the
small 3/10-helix 57–59, which are found in close spatial proxim-


ity in the 3D structure. In contrast with changes at the end of
a-helix 1, these variations could hence speak in favor of struc-
tural differences between solution and solid-state conforma-
tion, due to increased molecular mobility. If this conclusion
were correct, similar protein regions should be affected if pro-
tein microcrystals were prepared with use of MPD instead of
PEG. Correspondingly, Figure 12b encodes chemical shift varia-
tions between UBI-P assigned in this study and resonance as-
signments on UBI-M as reported in ref. [22]. Indeed, many pro-
tein segments identified in Figure 12a also reveal strong chem-
ical shift variations between UBI-P and UBI-M. In addition, sub-
stantial chemical shift changes are seen for F45 and K63. The
reason for these variations can possibly be further elucidated
by measuring site-resolved chemical shielding anisotropies, T1,
T2, and T11 relaxation rates, or dipolar order parameters under
MAS conditions.


Conclusion


We have applied a series of correlation experiments to study
the effect of sample preparation on a globular, solid-phase
protein. The 3D molecular structure was studied by using a
single U-[13C,15N]-labeled sample of ubiquitin, and chemical-
shift variations were evaluated in reference to solution-state
NMR data. Our comparative study of 13C’, 13Ca, and 13Cb reso-
nance frequencies suggests that 13C chemical-shift variations
are most likely to occur in protein regions that exhibit an en-
hanced degree of molecular mobility. Complementary informa-
tion on molecular dynamics may be obtainable from a residue-
specific analysis of 13C and 15N chemical-shielding anisotropies,


Figure 11. Difference between resonance assignments obtained for UBI-P and solution-state NMR shifts as reported by Wang et al.[56]


Figure 12. Chemical shift difference between: a) UBI-P and solution-state
NMR,[56] and b) UBI-P and UBI-M,[22] shown on the 3D (crystal) structure of
ubiquitin. The added norm of C’, Ca, and Cb chemical shift variations is
plotted, ranging from small (green, 0 ppm) to large (red, 3.6 ppm in (a),
4.7 ppm in (b)) values. Residues unassigned in at least one of the compared
data sets are indicated in gray.
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1H and 15N resonance frequencies, T1, T2, and T11 relaxation
rates, or CH and CC order parameters.[15] The design and appli-
cation of these techniques in well characterized proteins such
as ubiquitin provides a useful reference for future studies of
molecular structure and dynamics in (membrane) proteins of
unknown structure by high-resolution solid-state NMR.


Experimental Section


Sample preparation : A U-[13C,15N]-labeled sample of l-histidine·HCl
was obtained from Cambridge Isotope Laboratories (CIL, Andover,
MA). Uniformly [13C,15N]-labeled ubiquitin was purchased from VLI
research (Malvern, PA) or expressed recombinantly in Escherichia
coli and purified by established procedures.[58] After freeze-drying,
two alternative routes of sample preparation were followed. As de-
scribed in refs. [8, 17], ubiquitin (8 mg) was precipitated from poly-
(ethylene glycol) (PEG) and transferred into a 4 mm MAS rotor. Ad-
ditional experiments were conducted on U-[13C,15N]-ubiquitin
(6 mg) that was hydrated with H2O (10 mL) after lyophilization in
the rotor. For brevity, ubiquitin sample preparations relevant in the
context of this study are described by UBI-P (PEG precipitation),
UBI-H (rehydrated), and UBI-M (MPD precipitated). While experi-
mental results are shown for UBI-P and UBI-H, resonance assign-
ments for UBI-M were taken from refs. [22,32].


Solid-state NMR experiments : All NMR experiments were con-
ducted with use of 4 mm triple-resonance (1H,13C,15N) probeheads
at a static magnetic field of 18.8 T and 14.1 T corresponding to
800 MHz and 600 MHz proton resonance frequencies (Bruker Bio-
spin, Karlsruhe, Germany), respectively. Hartmann–Hahn[59] (1H,13C)
and (1H,15N) cross polarization was established by use of ramped[60]


radio frequency (r.f.) fields. For proton decoupling, TPPM[61] and
SPINAL-64[62] multiple-pulse schemes were used. Sequential reso-
nance assignments were obtained from combining results of two-
and three-dimensional (15N,13C) correlation experiments as de-
scribed in refs. [35, 36] with results of (13C,13C) correlation experi-
ments performed under weak coupling conditions.[34] MAS rates
between 9 and 12.5 kHz were employed at sample temperatures
between �14 8C and �5 8C. C/NHHC correlation experiments were
conducted as described in refs. [14, 30] with use of HH mixing
times between 90 ms and 400 ms, bracketed by short (1H,X) CP
transfers for contact times of 80–110 ms (X= 13C) and 200 ms (X=
15N).


Solid-state NMR data analysis : All spectra were processed by use
of QSINE window functions in F1 and F2 and analyzed with the aid
of Sparky version 3.110 (T. D. Goddard, D. G. Kneller, University of
California). Resonance assignments were evaluated by using TALOS
version 2003.027.13.05,[40] which predicts the backbone dihedral
angles f and y on the basis of chemical shift and sequence ho-
mology with proteins of known structure and assigned (solution-
state) chemical shifts. As explained in the main text, results of NN
and NHHC data were used to resolve ambiguities for dihedral
angle pairs not classified as reliable (i.e. , “good”) in TALOS. For
cross validation, the crystal structure[63] (PDB code: 1UBQ) was
used.


Structure calculation : Structure calculations were performed by
use of a simulated annealing protocol in CNS[64] version 1.1 with
the PROTEIN-ALLHDG[65] parameter file. Backbone angles predicted
by TALOS, using chemical-shift assignments for N, C’, Ca, and Cb,
were refined by an analysis of NN and NHHC spectra as described
below. In total, 45 f angles and 47 y angles were used in the sim-
ulation. Restraints were enforced by square-well potentials with no


energy contribution for deviations within the predicted RMSD.
Likewise, constraints for proton–proton distances were invoked
with an allowed upper limit of 3.5 L and no lower bounds. Simula-
tions started from an extended conformation generated from the
amino acid sequence. The structure calculation protocol consisted
of three stages: 1) high-temperature annealing in torsion-angle
space, in 2000 time steps of 0.015 ps at 50000 K, 2) slow-cool an-
nealing in torsion-angle space, in 4000 steps of 0.015 ps, and tem-
perature reduction from 50000 K to zero in steps of 250 K, and
3) final conjugate gradient minimization in 20 cycles of 100 steps
each. Force constants were set to 300, 300, and 150 kcalmol�1 L�2


for the distance restraints, and 100, 200, and 400kcalmol�1 rad�2


for the backbone angle restraints during the three stages. Ambigu-
ities in the assignments of methylene and methyl protons were
accounted for by R�6 averaging over all possible contacts. A set of
100 structures was calculated, starting with different initial veloci-
ties. An ensemble of ten structures was selected according to the
lowest overall energy, and was aligned along the backbone atoms
of residues M1 to V70 by use of MOLMOL 2K.2.[66]
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Pseudoazurin–Nitrite Reductase Interactions
Antonietta Impagliazzo,[a] Ludwig Krippahl,[b] and Marcellus Ubbink*[a]


Introduction


In many cellular redox reactions, electrons are donated by gen-
eral electron carriers, like the NADPH cofactor or small elec-
tron-transfer (ET) proteins. In the latter case, the ET protein
must associate transiently with the redox enzyme to allow ET
through the enzyme towards the substrate. Association and
dissociation of the ET protein must be fast in order not to limit
the turnover of the redox enzyme. These requirements can be
met by a strong electrostatic attraction between the ET protein
and the enzyme, to enhance the association rate constant,
combined with moderate surface matching of the binding in-
terface, to ensure rapid dissociation.[1,2]


Nitrite reductase (NiR) from the soil bacterium Alcaligenes
faecalis S-6 catalyses the reduction of nitrite to nitric oxide.
This is one of the reactions of denitrification, which is an im-
portant process in the global nitrogen cycle. NiR is a 110 kDa
homotrimeric protein that contains six copper ions (Figure 1).
Three coppers ions, in type 2 copper sites,[3] are part of the
three active sites located on the interface of the subunits while
the remaining copper ions are buried within the subunits,


forming type 1 copper sites. Electrons are donated by a small
ET protein, pseudoazurin (PAZ),[4] and transferred to the active
site by the type 1 copper ions. PAZ is a 14 kDa protein that
also contains a type 1 copper centre.


Both proteins are highly charged. In PAZ, eight lysine resi-
dues of a total of 13 and Arg114 form a positively charged
ring around a hydrophobic patch through which the copper
ligand His81 protrudes slightly. A molecular dipole is created
by the presence of four negatively charged residues (Asp29,
Asp47, Asp94 and Asp100) at the other end of the protein.[5]


NiR is characterised by 40 negatively and 27 positively charged
residues per monomer; this results in an overall negatively
charged surface.[6]


Kinetic studies[7,8] on the interaction of NiR and PAZ have
demonstrated that electrostatic attraction contributes to the
binding affinity. Nine lysine residues on the PAZ surface were
replaced one by one with alanine or aspartate. Variants of the
residues Lys10, Lys38, Lys57 and Lys77 exhibited a decreased
affinity for NiR, evidenced by an increase of the Km. However,
the rate of electron transfer to NiR was not affected strongly
for any of the mutants. Similarly, mutagenesis of ten negatively
charged residues on NiR revealed the importance of several
charged residues for pseudoazurin binding.


Recently, we found evidence based on NMR-binding studies
for a redox state-dependent difference in the binding mode of
PAZ to NiR. The oxidised form of PAZ, PAZ CuII, binds in a
single, transient mode, while the reduced form, PAZ CuI, exhib-
its two modes, one weak, transient mode and one more
strongly with a low dissociation rate (ref. [9] and unpublished
results). For the slow mode, the NiR-binding site on PAZ could
be determined,[9] and it was shown that the ring of positive
charges and the hydrophobic patch participate in binding.


[a] Dr. A. Impagliazzo, Dr. M. Ubbink
Leiden Institute of Chemistry, Leiden University
P.O. Box 9502, 2300RA Leiden (The Netherlands)
Fax: (+31)71-527-4349
E-mail : m.ubbink@chem.leidenuniv.nl


[b] Dr. L. Krippahl
Departamento de Qu8mica, FCT, Universidade Nova de Lisboa
2825 Monte de Caparica (Portugal)


The nitrite reductase-binding site on pseudoazurin has been de-
termined by using NMR chemical-shift perturbations. It comprises
residues in the hydrophobic patch surrounding the exposed
copper ligand His81 as well as several positively charged resi-
dues. The binding site is similar for both redox states of pseudoa-
zurin, despite differences in the binding mode. The results suggest


that pseudoazurin binds in a well-defined orientation. Docking
simulations provide a putative structure of the complex with a
binding site on nitrite reductase that has several hydrophobic
and polar residues as well as a ridge of negatively charged side
chains and a copper-to-copper distance of 14 <.


Figure 1. NiR and PAZ are shown in ribbon representations. NiR is in light
grey and PAZ in dark grey. The spheres represent copper ions. The type 1
copper ion in NiR is shown in black, the type 2 copper ion in grey.
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Here, we report the NiR-binding sites on PAZ for the fast-
binding modes of both PAZ redox states and for various redox
states of NiR. On the basis of a docking simulation using the
experimental data a model of the complex structure is pro-
posed.


Results


The complex between PAZ CuI and NiR CuI-T2D


In order to determine the binding site for NiR on PAZ CuI in its
fast, transient binding mode, 15N-labeled PAZ was titrated into
a solution of NiR and its NMR signals were observed in 1H,15N-
HSQC experiments. To avoid reactions with traces of dioxygen,
the type 2 copper ions had been removed from the NiR (NiR
CuI-T2D). The slow binding mode results in a loss of signal in-
tensity of the PAZ resonances. The remaining signals represent
the fraction of free PAZ, which experiences a weak, fast bind-
ing mode, evidenced by chemical-shift changes due to the
presence of NiR.


The average backbone-amide chemical-shift perturbations
(DdAvg) for PAZ CuI at a ratio NiR CuI-T2D/PAZ of 1.7 are plotted
in Figure 2a. Figure 3a shows the location of the affected resi-
dues mapped onto the crystal structure of PAZ,[5] coloured as
indicated in Figure 2a. The majority of the affected residues lie
in a region close to the copper ligand His81, which comprises
nonpolar, polar and positively charged side chains.


As a control, NiR CuI�CuI was titrated into a solution of 15N-
PAZ CuI under rigorously anaerobic conditions, giving the
same results.


The complex between PAZ CuII/ZnII and NiR Cu�Cu


In order to identify the binding surface of the complex be-
tween PAZ in the oxidised form and NiR, the copper atom of
PAZ was replaced by ZnII. ZnII is redox inactive; this enabled
the analysis of the interaction with both reduced and oxidised
NiR without the interference of ET events. ZnII is also diamag-
netic, contrary to CuII. The paramagnetic cupric state causes
severe broadening of the proton resonances in the vicinity of
the metal, hindering their detection in standard NMR experi-
ments. A recently determined crystal structure showed no sig-
nificant differences between PAZ Cu and PAZ Zn.[10]


Titration of NiR into either 15N-PAZ CuII or 15N-PAZ ZnII results
in severe broadening of all signals, accompanied by chemical-
shift perturbations, best observed in PAZ ZnII. This indicates
that PAZ CuII and PAZ ZnII bind with equal affinity to NiR and
both in a fast-exchange mode. The strong linebroadening,
which is already observed in the presence of small amounts of
NiR, is evidence of an affinity that is higher than in the weak
fast-binding mode of the PAZ CuI.


The DdAvg values at a molar ratio of 0.15 of either the re-
duced form of NiR (CuI-T2D) or the oxidised form (CuII�CuII)
over PAZ ZnII are plotted for all PAZ residues in Figure 2b and
c, respectively, and mapped onto a surface representation of
PAZ in Figure 3b and c.


Figure 2. Average chemical-shift perturbations (DdAvg) upon complex forma-
tion between a) NiR CuI-T2D and 15N-PAZ CuI at a ratio of 1.7, b) NiR CuI-T2D
and 15N-PAZ ZnII at a ratio of 0.15 and c) NiR CuII�CuII and 15N-PAZ ZnII at a
ratio of 0.10. The horizontal lines indicate the colour code given to the pro-
tein surface in the corresponding panel of Figure 3.
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It can be concluded that the same patch on the PAZ surface
is involved in complex formation between PAZ ZnII and NiR
CuI-T2D or NiR CuII�CuII. Furthermore, the similarity between
the binding maps for PAZ CuI and PAZ ZnII is striking, given the
difference in the binding modes for both redox states.


Docking calculations


Docking calculations were car-
ried out with the programme
BiGGER.[11,12] Experimental results
derived from NMR chemical-shift
perturbations were used as con-
straints. A new algorithm was
applied, which restricts the dock-
ing search from the start so that
all models generated fit the con-
straints. The calculations yield an
ensemble of 5000 model struc-
tures for the complex, selected
on the basis of best surface
matching and ranked according
to computational score func-
tions.


The results obtained are pre-
sented in Figure 4. The top 200
docking solutions suggest a
single PAZ-binding site on each
NiR subunit (Figure 4a) with a
distance of ~14 H between the
copper ions in PAZ and the
type 1 site in NiR (Figure 4b).
The distance between the two
exposed histidine copper ligands
in PAZ and NiR type 1 copper
sites is ~8 H. Figure 4c shows
the NiR residues that are within
4 H of PAZ in at least 30% of the


top 200 docking solutions, and they thus comprise the puta-
tive binding site for PAZ. Many of the residues are nonpolar,
with a ridge of negatively charged residues formed on the side
by Glu197, Asp201, Glu204 and Asp205. For PAZ, residues
Lys10, Lys38, Lys46, Lys57, Lys77, Lys106 and Lys109 form a


Figure 3. Mapping of the DdAvg on the surface of PAZ (front side on the left and back side on the right) for the
complexes a) NiR CuI-T2D–15N-PAZ CuI at a ratio of 1.7, b) NiR CuI-T2D–15N-PAZ ZnII at a ratio 0.15, c) NiR CuII�CuII–
15N-PAZ ZnII at a ratio of 0.10, d) map obtained with cross-saturation transfer for complex formation between NiR
CuI-T2D and 15N-PAZ CuI at a ratio of 0.7.[9] Residues in (a)–(c) are colour-coded according to perturbation sizes,
with the levels shown in Figure 2. Grey areas indicate Pro or unassigned residues.


Figure 4. Docking of NiR and PAZ. a) The geometrical centre of PAZ of the top 200 orientations obtained in the docking simulations are shown as spheres in
relation to NiR (Ca trace and copper ions as spheres in green). The PAZ centres are coloured according to their ranking, with red and blue representing the
highest and lowest rank. A symmetry operation was conducted to show the same PAZ distribution at each NiR subunit. b) Top seven orientations of PAZ (Ca


traces) and NiR (green ribbons) are shown to indicate the distance between the type 1 copper ions (blue spheres) in PAZ and NiR. c) The residues that are
part of the NiR-binding site predicted from the docking simulations are shown in space-filling representation, with acidic residues in dark green. The remain-
der of NiR is shown in ribbons. The type 1 and type 2 copper ions are shown as blue and cyan spheres, respectively.
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ring of positive charges that lines the interface and is close to
the surface of NiR. Among these, residues 10, 38, 57 and 77
were shown to be important for the binding affinity in a muta-
genesis study.[7]


The model presented here suggests a binding site for PAZ
on NiR that is similar to a docking model based on surface
complementarity and electrostatics.[13] The orientation of PAZ is
rotated between the two models by about 908. However, in
both cases the docking procedures gave an ensemble of PAZ
orientations that varied mostly because of rotational freedom.
More experimental data will be required to define the struc-
ture of the complex better.


Discussion


The interaction between PAZ and NiR shows a remarkable de-
pendence on the redox state of PAZ, yet a comparison of the
binding maps obtained for the fast-exchange mode of both
PAZ CuI and PAZ CuII indicates that the same surface area is in-
volved in complex formation. In fact, the pattern of the individ-
ual 15N and 1H chemical-shift perturbations observed in the
HSQC spectra is also very similar. This suggests that they are a
consequence of binding to the same area on NiR, although
there is no direct evidence for that.


The binding map obtained through cross-saturation trans-
fer[9] is shown in Figure 3d and exhibits a similar, albeit larger,
area that is affected by complex formation. It was argued[9]


that the results obtained with this method represent the bind-
ing interface in the slow-binding mode. According to this map,
similar residues as in the chemical-shift perturbation maps are
involved in binding, as well as residues around Ile60. This
could indicate a more extensive binding area in the tight slow-
binding mode.


It is not clear why PAZ CuI exhibits two binding modes,
while PAZ CuII shows only fast binding. The most obvious dif-
ference between both redox states is the fact that only in the
reduced PAZ the copper ligand His81 becomes protonated,
with a pKa of 4.8 (results not shown). This ligand is in the
middle of the binding site, so a rearrangement of the imida-
zole ring after protonation could enhance or decrease the sur-
face matching and thus the affinity. Studies to test whether
this protonation is the cause of the redox state-dependent
binding are in progress. Kinetic studies might shed more light
on the question whether this phenomenon has any relevance
for activity and turnover rate of NiR.


It has been proposed that some complexes exist mainly in a
single orientation, for example the complexes of cytochrome f
and plastocyanin from higher plants[14] and the cyanobacteri-
um Phormidium laminosum[15] and the complex of yeast cyto-
chrome c peroxidase and cytochrome c.[16] In those cases, a
specific orientation is maintained for a large part of the lifetime
of the complex by both electrostatic and hydrophobic interac-
tions. A consequence of this type of interaction is the occur-
rence of relatively large chemical-shift perturbations upon
complex formation in a localised area of the surface, with a
maximum DdAvg�0.3 ppm or higher, in the fully bound state.
Other complexes seem to occur in a dynamic ensemble of con-


formations, like the complex of myoglobin and cytochrome
b5.


[17] In these complexes, there is not a single specific orienta-
tion, but rather numerous conformations exist with similar en-
ergies. In these cases the interaction is predominantly electro-
static. Consequently, chemical-shift perturbations are smaller,
with a maximum DdAvg�0.02 ppm in the fully bound state,
and the binding area is less localised.


For the PAZ–NiR complex, the DdAvg could not be extrapolat-
ed to 100% binding because of the lack of a reliable binding
constant. However, in the complex between NiR CuI-T2D and
PAZ ZnII at a ratio of 0.15, in which only 15% of PAZ can be in
the bound state, a DdAvg of 0.12 ppm is observed for His81.
This would translate into a DdAvg of ~0.7 ppm at 100% bound,
which represents a large shift. The same is true for the com-
plex between PAZ ZnII and NiR CuII�CuII. Thus, the PAZ–NiR
complex appears to classify as a complex with a well-defined
orientation. This is supported by the docking simulations,
which produce a single binding site for PAZ on NiR. Also in
line with this is the nature of the residues involved in binding.
Several of these are nonpolar, both on PAZ and the putative
binding site on NiR (Figure 4c), indicating that hydrophobic in-
teractions contribute to the binding. Contact between these
apolar patches brings the type I copper centres of both pro-
teins within a distance of 14 H, which is short enough to allow
for rapid ET. Interestingly, Trp144 is also part of this interface.
The homologous Trp residue in NiR from A. xylosoxidans has re-
cently been shown to be important for ET from its redox part-
ner azurin to NiR.[18]


Also charged residues are part of the interface. Of the lysine
residues that contribute to the affinity (Lys10, Lys38, Lys57 and
Lys77),[7] only the amide group of Lys10 shows a small chemi-
cal-shift perturbation. However, many other chemical shift-per-
turbation studies of redox-protein complexes have demon-
strated that the amide groups of uncharged polar and non-
polar residues in the interface show larger perturbations than
those of the charged residues, notwithstanding the established
contribution of the latter to the affinity of binding. This can be
explained by assuming that the chemical shift of the amide
groups is most sensitive to the polarity of the environment,
which changes upon binding due to restructuring of the water
layer in the interface area.[1] The charge interactions play a role
in the initial stage of complex formation, by preorienting the
partners[19] but might not lead to large changes in surround-
ings of their backbone amide groups. Figure 4c shows that the
docking calculations suggest that most of the negatively
charged residues important for binding,[8] Glu197, Asp201,
Glu204 and Glu205, are part of the PAZ-binding site on NiR.


In conclusion, the results presented here demonstrate that
PAZ binds NiR with an surface area that comprises copper
ligand His81; this suggests that this residue is important in the
electronic coupling between the two type 1 copper sites and
acts as an exit port for ET. PAZ seems to bind in a well-defined
fashion, with both electrostatic attraction and hydrophobic in-
teractions contributing to the complex formation.
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Experimental Section


Protein preparation : All proteins were produced through heterol-
ogous expression in Escherichia coli. Uniformly 15N-labelled PAZ
was isolated and purified as described.[20] To replace copper with
zinc in PAZ, a solution of KCN (200 mm, 0.5 mL) in Tris-HCl (0.5m,
pH 7.0) was added to PAZ CuII (1 mm, 0.5 mL) in Tris-HCl (0.1m,
pH 7.0). As soon as the solution had bleached, loosing the charac-
teristic blue colour of PAZ CuII, the sample was loaded onto a G25
column equilibrated with Tris-HCl (0.1m, pH 7.0) containing ZnCl2
(1 mm). The solution of fractions containing PAZ ZnII was changed
to water and then to sodium phosphate buffer (20 mm, pH 7.0) by
ultrafiltration and purified further to separate possible traces of un-
folded protein on a CM column equilibrated with the same buffer.
Under a gradient of NaCl (0–250 mm), PAZ eluted at circa 90 mm


NaCl.


Into the expression vector for NiR, which was kindly provided by
Dr. M. J. Boulanger and Prof. M. E. P. Murphy (UBC, Vancouver,
Canada), a stop codon was introduced immediately 3’ of the se-
quence coding for the native protein, to obtain NiR without a His
tag. A 10 mL 2xYT preculture containing kanamycin (100 mgL�1),
which was incubated at 30 8C and 250 rpm for 6 h, was used to in-
oculate 1 L of the same medium, which was incubated until
OD600=1.0. Expression was induced by addition of isopropylthio-b-
d-galactoside (IPTG; 0.5 mm). At this point, the temperature was
lowered to 25 8C and after 10 h the cultures were harvested
through centrifugation. Cell pellets were resuspended in phos-
phate buffer (20 mm, pH 7.0) containing NaCl (500 mm), phenyl-
methylsulfonylfluoride (1 mm), DNAse and CuCl2 (0.5 mm) and
lysed by using a French press cell (15.000 PSIG). After centrifuga-
tion (15 min, 10.000 rpm) the supernatant was dialysed against
phosphate buffer (20 mm, pH 7.0) and loaded onto a DEAE
column. With a gradient of NaCl (0–250 mm), NiR eluted at about
140 mm. Fractions containing NiR were concentrated and purified
further on a Superdex 75 FPLC gel filtration column. The absorb-
ance ratio A280 nm/A468 nm of NiR was 16, and the yield was
150 mgL�1. NiR Cu-T2D was obtained following the published pro-
cedure.[21] Copper depletion was checked by electron paramagnet-
ic resonance.


Protein concentrations were determined optically by following the
characteristic absorbance peaks at 593 nm for PAZ CuII (e=
2.9 mm


�1 cm�1)[22] and at 277 nm for PAZ ZnII (e=5.7 mm
�1 cm�1),


assuming that at that wavelength PAZ CuII and PAZ ZnII have the
same extinction coefficient. For NiR CuII�CuII the concentration was
determined optically by measuring the absorbance at 589 nm (e=
2.9 mm


�1 cm�1 per subunit).[4]


NMR experiments and samples : Two different NMR experiments
were performed: direct titration and inverse titration. In the direct
titration, a sample containing 15N-PAZ (0.2 mm) was titrated with
microliter aliquots of unlabelled NiR (1.3 mm trimer concentration).
In the inverse titration, a sample containing unlabelled NiR
(0.4 mm, subunit concentration) was titrated with microliter ali-
quots of 15N-PAZ (3.9 mm). Both experiments were performed by
recording 1H,15N-HSQC spectra after each addition and analysing
the changes in intensity, line width and chemical shift of 15N-PAZ
resonances. For each titration experiment a reference spectrum of
the free protein (15N-PAZ CuI or 15N-PAZ ZnII) was recorded. All sam-
ples contained phosphate (20 mm, pH 6.5). Samples in the reduced
form contained sodium ascorbate (1.0 mm) and were prepared in
an anaerobic vial. All NMR samples contained D2O (6–10% v/v) for
lock and the solutions were degassed by blowing argon over the


surface. For each titration, samples of PAZ and NiR were set at the
same pH and the pH was checked at the end of the titration.


NMR spectroscopy and data analysis : All NMR experiments were
performed at 14.1 T on a Bruker DMX600 spectrometer operating
at 293 K and equipped with a TXI-Z-GRAD (1H, 13C and 15N) probe.
All spectra were processed in AZARA (http://www.bio.cam.ac.uk/
azara/) and analysed with the assignment programme ANSIG for
Windows.[23,24] Assignments for 15N-PAZ CuI [20] and 15N-PAZ ZnII [10]


were taken from the literature.


The average chemical-shift perturbation (DdAvg) was calculated by
using the equation[25] DdAvg= (DdN


2/25 + DdH
2)0.5, in which DdN


and DdH represent the change in the chemical shifts of the amide
nitrogen atom and proton, respectively.


Docking simulations : The programme BiGGER[11,12] (http://www.
dq.fct.unl.pt/bioin/chemera) was used for docking of PAZ and NiR
with the PDB entries 8PAZ and 1AQ8 as input files, respectively.
The following residues on the PAZ surface were used as constraints
for the docking calculation because they show the largest chemi-
cal-shift perturbations: Lys10, Ala15, Met16, Val17, His40, His81,
Tyr82, Ala83, Met84, Lys107, Lys109, Ile110 and Arg114. The con-
straint imposed was that at least eight of these 13 residues on the
PAZ surface are in contact with NiR. Remarkably, inspection of the
200 highest-ranking complexes provides very similar results either
with or without experimental constraints. Considering more than
200 ranking solutions does not change the results.


Results were obtained for docking at just one side of the NiR
trimer and thus a symmetry operation was performed to generate
the distributions for the three subunits shown in Figure 4a.
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Structure of the Antimicrobial, Cationic
Hexapeptide Cyclo(RRWWRF) and Its Analogues
in Solution and Bound to Detergent Micelles
Christian Appelt, Axel Wessolowski, J. Arvid Sçderh�ll, Margitta Dathe, and
Peter Schmieder*[a]


Introduction


Antimicrobial peptides are part of the natural immune system
of many living organisms.[1] They are either stored in granules
or vesicles and excreted rapidly or they can be synthesized
quickly. A broad range of microorganisms, which include
Gram-positive and negative bacteria and fungi, are affected by
these peptides that are evolutionary ancient weapons. Usually
a cocktail of multiple peptides is present to supplement the
pathogen-specific immune response, which occurs relatively
slowly. As bacterial resistance to existing antibiotics grows con-
stantly, these peptides generate interest because they have
the potential to form an entirely new drug generation.[2]


Usually, the peptides are expressed in form of larger precur-
sors that are subsequently tailored with a variety of post-trans-
lational modifications. These modifications include proteolytic
digestion, carboxy-terminal amidation and cyclization either in
a head-to-tail fashion or by cystine bridges.[1] The sequences of
antimicrobial peptides exhibit a large diversity as do the con-
formations determined so far.[3,4] Common to the majority of
the peptides is their usually positive charge at neutral pH and
their amphipathic design in which hydrophobic and cationic
residues are organized in different parts of the molecule.


Despite a growing interest in these types of peptides, their
mechanism of action is largely unknown. Since replacement of
l-amino acids with their d-enantiomers does not in many
cases destroy the antimicrobial activity of the peptides—unless
the overall structure is disrupted—a mechanism that involves
a specific receptor is unlikely.[5] Therefore, it has been proposed
that the bacterial membrane might be the target of the anti-


microbial assault. The outer membranes of Gram-positive and
negative bacteria are negatively charged; they mainly consist
of phosphatidylglycerol or lipopolysaccharide, respectively. In
contrast, the outer membrane of the mammalian cell mostly
contains phosphatidylcholine and is neutral at physiological
pH. It is assumed that the negative charge is responsible for
the selectivity. Several models have been proposed to explain
a membrane-rupture mechanism based on evidence from sev-
eral biophysical methods.[6–8] Most of the models have been
derived based on abundant data from amphipathic helical
peptides. Given the variety of bacterial membrane composi-
tions and the diversity of antimicrobial peptides, however,
their action does not necessarily have to depend on a single
mechanism. Furthermore, it has been shown for some of these
peptides that they fail to depolarize the bacterial cytoplasmic
membrane at their minimal inhibitory concentration.[9] There-
fore, cytoplasmic targets such as DNA also have to be consid-
ered.[10,11] Nevertheless, to reach any intracellular target, the
peptides have to interact with the membrane in a way that
enables the translocation of the usually charged molecules.
Membrane interactions are therefore studied here in order to
understand the peptides’ mechanism of action.


[a] C. Appelt, Dr. A. Wessolowski, Dr. J. A. Sçderh�ll, Dr. M. Dathe,
Dr. P. Schmieder
Forschungsinstitut f!r Molekulare Pharmakologie
Robert-Rçssle-Straße 10, 13125 Berlin (Germany)
Fax: (+49)30-94793-230
E-mail : schmieder@fmp-berlin.de


Antimicrobial, cationic peptides are abundant throughout nature
as part of many organisms’ defence against microorganisms.
They exhibit a large variety of sequences and structural motifs
and are thought to act by rupturing the bacterial membrane.
Several models based on biophysical experiments have been pro-
posed for their mechanism of action. Here we present the NMR-
determined structure of the cyclic, cationic antimicrobial peptide
cyclo(RRWWRF) both free in aqueous solution and bound to de-
tergent micelles. The peptide has a rather flexible but ordered
structure in water. A distinct structure is formed when the peptide
is bound to a detergent micelle. The structures in neutral and
negatively charged micelles are nearly identical but differ from
that in aqueous solution. The orientation of the amino acid side


chains creates an amphipathic molecule with the peptide back-
bone forming the hydrophilic part. The orientation of the peptide
in the micelle was determined by using NOEs and paramagnetic
agents. The peptide is oriented mainly parallel to the micelle sur-
face in both detergents. Substitution of the arginine and trypto-
phan residues is known to influence the antimicrobial activity.
Therefore the structure of the micelle-bound analogues cyclo-
(RRYYRF), cyclo(KKWWKF) and cyclo(RRNalNalRF) were also deter-
mined. They exhibit remarkable similarities in backbone confor-
mation and side-chain orientation. The structure of these pep-
tides allows the side-chain properties to be correlated to biologi-
cal activity.
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The class of the arginine- and tryptophan-rich peptides have
also been subject to structural studies.[12–15] Some of these pep-
tides are highly active despite very short sequences.[5,16–18] It is
of particular interest to elucidate their mechanism of action
since they are too short to span a membrane and a pore for-
mation seems unlikely. However only little structural informa-
tion is available for such small peptides.[19,20] The linear peptide
Ac-RRWWRF-NH2, originally discovered from a synthetic combi-
natorial library,[18] shows a high sequence similarity to core
fragments of some naturally occurring antimicrobial peptides.[5]


Backbone cyclization of the linear peptide reduces the mini-
mum inhibitory concentration tenfold, possibly by restricting
the conformation to a highly active structure.[17]


Here we present the structure of the cyclic hexapeptide
cyclo(RRWWRF), or c-RW, as determined by NMR spectroscopy.
Experiments were carried out in aqueous solution, negatively
charged sodium dodecyl sulphate (SDS) and neutral dodecyl-
phosphocholine (DPC) micelles that mimic a membrane envi-
ronment. Relaxation agents were used in addition to NOE data
to elucidate the orientation of the peptides in the micelles.


Substitution of the arginines by lysines reduces the activity
as does the replacement of tryptophans by tyrosines. An in-
crease in antimicrobial properties is caused by replacing the
tryptophans by b-(2-naphtyl)-l-alanine.[5] We investigated the
DPC-micelle-bound structure of the peptides c-RY (cyclo-
(RRYYRF)), c-KW (cyclo(KKWWKF)) and c-RNal (cyclo(RRNal-
NalRF)) to understand the changes in activity that are due to
substitution of arginine and tryptophan residues.


Results


NMR spectroscopy


The structure of c-RW was determined in three different envi-
ronments: in aqueous solution and in the presence of SDS and
DPC detergent micelles (Scheme 1). The concentration of c-RW
(2.5 mm) was constant in all investigations. The concentrations
for SDS (25 mm) and DPC (50 mm) resulted in a peptide-to-
lipid ratio of 1:10 and 1:20, respectively. In all three environ-
ments, the peptide showed a good dispersion of signals from
amide protons in 1D 1H NMR spectra (data not shown); this in-
dicates an ordered structure. Notably, c-RW did not show any
NOE effects at 600 MHz in aqueous solution. To obtain distance
information the ROESY technique had to be used (Figure 1a).
This made sure that NOE information extracted from NOESY
spectra in the presence of detergent micelles (Figure 1b and c)
originated exclusively from micelle-bound peptides. Besides 2D
NOESY and ROESY spectra a set of 2D TOCSY spectra were re-
corded along with a DQF-COSY. For the determination of HN,Ha


coupling constants an in-phase COSY spectrum based on the
HNHA experiment was used (see Experimental Section). No
heteronuclear techniques were used since the concentration of
the peptide was too low. All spectra were recorded at 300 K.
For peptides c-RY, c-RNal and c-KW the same set of spectra
were recorded in the presence of DPC micelles under identical
conditions. Resonance assignment was achieved by using a
conventional sequence specific assignment based on NOESY or


ROESY and TOCSY spectra.[21] Spin systems were identified in
TOCSY spectra and subsequently linked with Ha


i ,H
N
iþ1 (sequen-


tial) cross-peaks in the NOESY or ROESY spectra. Side-chain as-
signments were confirmed by using the DQF-COSY. Aromatic
resonances were assigned by using a combination of TOCSY
and DQF-COSY and NOE cross-peaks between resonances of
aromatic protons and those of other side-chain protons. A
complete assignment of all proton resonances could be ob-
tained that way for c-RW under all three solvent conditions
and for c-RY and c-KW bound to DPC micelles. The assignment
of the aromatic protons of the c-RNal naphthylalanine was in-
complete due to signal overlap. Since chemical shift is a sensi-
tive indicator of structure, the assignment indicated that the
structure of the c-RW peptide in aqueous solution was differ-
ent from that bound to detergent micelles. The assignments
were similar for both detergents. The DPC-micelle-bound ana-
logues of c-RW showed similar resonance patterns; this sug-
gests a conserved structure.


Structure determination of c-RW


The structure of c-RW was based on distances from NOE or
ROE intensities and angles from homonuclear coupling con-
stants.


Not unexpectedly for a cyclic hexapeptide in aqueous solu-
tion, c-RW turned out to be rather flexible. The number of
ROEs was not high but was sufficient to define an ordered
structure (Figure 2a). It resembles the combination of two b-
turns. Amino acids R1 to W4 form one turn with R2 and W3 in
the i+1 and i+2 position, respectively; amino acids W4 to R1
form the other turn with R5 and F6 in the i+1 and i+2 posi-


Scheme 1. Chemical formulae of a) DPC and b) SDS showing the numbering
scheme of protons. c) Chemical formula of c-RW.
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tions, respectively. The region of the amino protons in the
ROESY spectrum is shown in Figure 1a.


The structure changes quite dramatically when c-RW is
bound to SDS. It still consists of two b-turns but the position
of the turns in the sequence shifts. This results in a root mean
square deviation (RMSD) of 3.6 M for the heavy atoms of the
average structures. The region of the amide-proton resonances
in the NOESY spectrum is shown in Figure 1b. The number of
NOEs has increased drastically compared to the structure in
water (Table 1). In particular NOEs between protons of the
amino acid side chains allow for a much better definition of
the side-chain structures. This is shown by the example of R5
cross signals to the aromatic protons (grey rectangle in Fig-
ure 1b). This residue is in close contact with the aromatic
amino acids and causes a strong up-field shift of almost 2 ppm
for the b and g protons. The structure is shown in Figure 2b. It
exhibits a bI turn from F6 to W3 and a bII’ turn from W3 to
F6. The aromatic residues are clustered on one side of the
molecule.


When bound to DPC micelles, the structure of c-RW was
found to be quite similar to the one in SDS, with a heavy atom
RMSD of 1.7 M for the average structures. This is already visible
from the NOESY spectrum (Figure 1c); only small differences
are detectable between the two spectra with respect to the
peptide signals. Again the pattern of NOE signals from the R5
side-chain protons to the aromatic protons (grey rectangle in
Figure 1c) exemplifies the well defined side-chain conforma-


tion. The structure is shown in Figure 3a and a superposition
of the structures determined in the two different micelle envi-
ronments is shown in Figure 3b. As in SDS, all aromatic side
chains point towards one side of the peptide while the other
side is formed by the backbone. This creates an amphipathic
molecule. Figure 4 shows a hydrophobicity map of the surface
of c-RW in DPC micelles. The hydrophobic face is formed by
the side chains of the aromatic residues, the backbone on the
opposite side forms the hydrophilic part.


Structure of c-RY, c-KW and c-Rnal


There were also remarkable similarities between the structures
of DPC-bound c-RY (Figure 5a) and c-KW (Figure 5b) when
compared with the micelle-bound c-RW. In both cases the
backbone formed a bI turn from residue six to residue three. A
bII’ turn stretched from residue three to residue six. A compa-
rable orientation of the side chains was observed to result in
an amphipathic structure for both molecules. The RMSD be-
tween the identical heavy atoms of the average structures was
0.96 M for c-KW to DPC-bound c-RW and 1.59 M for c-RY to
DPC-bound c-RW.


The calculated ensemble of DPC-bound c-RNal (Figure 5c)
was less well but still sufficiently defined due to incomplete
resonance assignment. The backbone conformation was differ-
ent from the previous structures in that its b-turns cannot be
grouped into defined categories anymore. However, the side


Figure 1. Representative section of the 80 ms ROESY spectrum of c-RW (2.5 mm) in water a) acquired at 600 MHz. The same region of the 80 ms NOESY spec-
tra of c-RW (2.5 mm) in b) SDS (25 mm) and c) DPC (50 mm). The grey rectangles mark cross peaks between aromatic side chains and R5 b- and g-protons.
This exemplifies distinct side chain conformations. The unusual up-field shift of the R5 protons, which is due to close contact with the aromatic residues, is
also worth noting.
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chains were in a similar orienta-
tion to that found in DPC-bound
c-RW, with the aromatic side
chains and the opposing hydro-
philic backbone region forming
a distinct amphipathic structure.


To understand the role of the
amphipathic structure in deter-
mining activity, a lipophilic po-
tential surface was created for
each structure. The surface was
divided into four classes accord-
ing to the lipophilic potential
(Figure 6). The surface area for
each class was calculated as the
percentage of the total surface
area. SDS- and DPC-micelle-
bound c-RW and c-KW showed
a balance in the distribution of
their hydrophilic/hydrophobic
properties. The major part of the
surface showed medium hydro-
philicity or hydrophobicity. In
the case of c-RY by far the larg-
est part of the surface was
found to be strongly hydrophilic.
A broader distribution was
found for c-RNal with areas of
medium hydrophilicity and
strong hydrophobicity being
equally present.


Orientation of c-RW in the
micelle


The information about the orien-
tation of c-RW in the micelles
was obtained with relaxation ex-
periments by using a water-sol-
uble, paramagnetic compound,
gadolinium diethylenetriamine-
pentaacetic acid (GdIII-DTPA),
that was added to the solu-
tion.[22] The resulting longitudinal
relaxation times (t1) of the pep-
tide protons in presence of GdIII-
DTPA were compared to those
determined in its absence. For
protons exposed to the solution
and thus to the probe, a strong
decrease in t1 can be expected,
while protons pointing into the
micelle are strongly protected
and only a minor effect will be
visible. Care was taken to apply
GdIII-DTPA at a concentration
that would not affect the trans-


Figure 2. Overlay of the ten lowest energy conformers of c-RW a) in water and b) bound to SDS micelles.


Table 1. Restraints used in the simulated annealing, violations and RMSDs for each structure.


c-RW/H2O c-RW/SDS c-RW/DPC c-RY c-KW c-RNal


Distance restraints
total 57 136 125 124 168 103
intraresidue 40 65 65 64 82 37
sequential 17 55 52 43 69 50
medium range 0 16 8 17 17 16
dihedral restraints 0 5 4 3 5 2
J-coupling restraints 6 0 2 0 0 0
violations > 0.25 M 7 0 0 0 0 4
RMSD
backbone in M 0.61�0.20 0.15�0.06 0.41�0.13 0.15�0.07 0.14�0.10 0.39�0.14
heavy atom in M 1.90�0.34 1.38�0.30 1.94�0.48 1.66�0.28 0.60�0.20 2.08�0.55
PDB ID – 1QVL 1QVK 1SKI 1SKK 1SKL
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versal relaxation time (t2) too strongly. Thereby, signal overlap
of the peptide and detergent protons as a consequence of line
broadening was avoided. To obtain a scale for the positioning
of c-RW relative to the micelle, the protons of undeuterated
detergents were also examined (Figure 7c and d). According
to the ratio of t1 in the presence and absence of GdIII-DTPA,
the protons can be divided into two different classes
(Figure 7).


In the case of SDS micelles, the relaxation data indicate that
the peptide backbone is oriented parallel to the micelle surface
and the amino acid side chains point into the micelle. The aro-
matic rings exhibit the highest protection from the relaxing
agent. This mode of orientation was in agreement with NOEs
between protons of the aromatic side chains and protons of
the detergent’s alkyl chains. Other peptide protons displayed
no NOEs to that part of the detergent.


The situation in DPC micelles
appears to be slightly different
and the molecule seems to be
somewhat tilted with respect to
the micelle surface. The R1 and
R2 side chains exhibit a change
in relaxation times. The side
chains of the aromatic residues,
on the contrary, are more pro-
tected against the relaxation
probe. Again this orientation
could be confirmed through the
presence of NOEs between pro-
tons of the aromatic side chains
and those of the detergent’s
alkyl chains.


Discussion


A number of factors are general-
ly considered to be important
for the activity of antimicrobial
peptides. Among these are the
presence of hydrophobic and
basic residues and an amphi-
pathic structure.[1] c-RW exhibits
these properties. As can be ex-
pected for a cyclic hexapeptide,
the structure consists of two b-
turns and thus represents the
smallest possible b-sheet. The
structure is, however, not pre-
formed in solution as with sever-
al larger b-sheet peptides. The
actual position of the amino
acids in the two turns of the
structure changes from water to
detergent. This demonstrates
that the structure is in fact
strongly influenced by the mem-
brane-mimicking environment


and thus difficult to predict from the amino acid composition
alone.


The side chains of c-RW turned out to be rather flexible in
water, while it showed a well defined side-chain conformation
when bound to micelles. This is reflected by a multitude of
side-chain-to-side-chain NOEs and unusual chemical shifts for
side-chain protons. The latter are due to chemical shift aniso-
tropies induced by the aromatic systems.


The amphipathic structure of c-RW is induced by the lipo-
philic environment, with a slightly larger hydrophilic and a
somewhat smaller hydrophobic surface. However, this amphi-
pathic structure is not formed by the side chains alone. The
peptide backbone also contributes to the hydrophilic face of
the molecule. The structural investigations have been per-
formed in two different detergent micelles for c-RW, one of
them composed of negatively charged lipid molecules and the


Figure 3. a) Overlay of the ten lowest energy conformers of c-RW bound to DPC micelles. b) Superposition of
SDS- (grey) and DPC-bound (black) c-RW. For the superposition the structures closest to the average were chosen.


1658 ? 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1654 – 1662


P. Schmieder et al.



www.chembiochem.org





other of zwitterionic molecules. The distribution of charges is
also one of the major differences between a bacterial and eu-
karyotic membrane. This is believed to be of major importance
for the mechanism of action of antimicrobial peptides. Interest-
ingly, we find that the structure of the peptide does not differ
in the two environments. Even though the structure changes
from aqueous solution to a lipid environment, the charge dis-
tribution does not affect the structure of the peptide. This is
also reflected in previously reported CD spectroscopy data that
indicate structural similarities in SDS and palmitoyloleoylphos-
phatidylcholine (POPC) vesicles.[17] These observations are in
contrast to other reports that find differences in structures that
are determined in micelles of different charge distributions.[19]


The activity of the peptide towards different types of mem-
branes must, at least in the case of c-RW, result from the ability
of the membrane to accommodate the peptide. While the
overall structure of the peptide itself appears to be independ-
ent of the composition of the lipid environment, the interac-
tions between the side chains and the lipids will certainly be
affected.


Exposure of the peptide to water was however influenced
by the lipid charge, as determined by comparing t1 in the pres-
ence and absence of GdIII-DTPA. Especially the side chains of
R1 and R2 were more water exposed when bound to DPC mi-
celles. This can be attributed to a difference in the electrostatic
interactions between peptide and lipids. The SDS head groups


bound more tightly to the arginine side chains with only the
peptide backbone exposed to the paramagnetic probe. How-
ever, the relaxation experiments supported by NOE data could
show that the peptide was located at the surface of the mi-
celle in both cases. The cluster of aromatic residues was orient-
ed towards the micelle core and acted as a hydrophobic
anchor. This localization is in agreement with other observa-
tions that tryptophans within membrane proteins and pep-
tides are preferentially located close to the interface region.[23]


The arginine side chains and backbone were located in the
lipid-water interface. Thus the arginine side chains have the
possibility to interact with the lipid head groups both electro-
statically and by hydrogen bonds. This type of interaction has
also been described in the literature.[24] We have investigated
these interactions by molecular dynamics simulations as de-
scribed in an accompanying paper.[25]


For the analogues c-RY, c-KW and c-RNal peptides, the struc-
tures were determined in the DPC-micelle-bound form. Similar
conformations of the backbone and the same orientation of
the side chains with clustered aromatic residues gave rise to
distinct amphipathic structures. It is not surprising that, for c-
RY, the hydrophilic parts dominate; the tyrosine side chains are
less bulky and their contribution to the total surface is smaller.
The opposite is true for c-RNal since the voluminous naphthyl-
alanine side chains extend to the hydrophobic area. There is a
correlation between the hydrophobicity of the structure and
erythrocyte lysis with c-RNal: the more hydrophobic analogue
is the most effective.[5] The connection with biological activity
against E. coli and Bacillus subtilis is not as obvious (Table 2).
Clearly there is a dramatic loss in activity for c-RY when com-
pared to c-RW. On the other hand a gain in activity for c-RNal
is species dependent and is of minor importance. This demon-
strates that the antimicrobial activity depends on a balanced
amphipathicity rather than on a large hydrophobic core. De-
spite the fact that the size of hydrophilic and hydrophobic
areas and the net charge for c-RW and c-KW are comparable,
c-KW showed a decreased minimum inhibitory concentration
(MIC) and erythrocyte lysis. This can only arise from the differ-
ence in the cationic side chain moieties. The guanidino moiet-
ies of the arginine side chains possess five H-bond donors,
whereas lysine side chains offer only three H-bond donors.
Thus the ability to interact with lipid head groups that are
abundant in H-bond acceptors is reduced. Also, it has been
observed for other peptides that substitution of arginines to
lysines decreases their activity.[26]


Several models have been proposed to explain the molecu-
lar basis of antimicrobial activity through membrane disrup-
tion. The barrel-stave model assumes that the pore is formed
by an oligomer of parallel-aligned peptides that span the
entire membrane.[27] However, backbone cyclization restricts
the maximum possible length of peptide to about 25 M, from
the tip of the R2 side chain to that of the R5. If the hydropho-
bic core of the membrane were lined by the cluster of aromat-
ic residues, which are only about 16 M in length, this would
result in a considerable hydrophobic mismatch with the mem-
brane, which has a hydrophobic core of approximately 25–
30 M. Since such an arrangement would be highly unfavoura-


Figure 4. Lipophilic potential mapped onto the surface of DPC-bound c-RW.
a) View of the backbone, b) side view and c) the aromatic side chains. Brown
and blue areas account for hydrophobic and hydrophilic regions, respective-
ly. A distinct amphipathic structure is formed by the clustering of the aro-
matic side chains opposite the hydrophilic backbone and arginine side
chains.
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ble,[25] it appears that this model
cannot be used for the interpre-
tation of the presented results;
even though it seems to explain
the effect of other helical pep-
tides. Also, for other peptides
that could potentially span the
membrane in a barrel-stave-like
fashion, cyclization makes mem-
brane spanning unlikely without
destroying their activity.[28,29]


The activity therefore, has to
be explained by taking a hori-
zontal insertion into account, as
determined by NOEs and relaxa-
tion experiments. One model
that is in agreement with a hori-
zontal insertion is the “carpet
model”.[6] It describes the bind-
ing of peptide monomers to the
bilayer surface. When they reach
a threshold concentration, the
induced curvature strain causes
permeation or disintegration of
the membrane.


In the model proposed by
Matsuzaki the antimicrobial pep-
tide is inserted in the membrane
interface and forms supramolec-
ular aggregates with lipid mole-
cules.[7] These aggregates are ca-
pable of crossing the membrane
barrier, thereby forming transi-
ent channels that could facilitate
the exchange of ions and larger
molecules. The fact that c-RW is
more active than c-KW supports
this model since arginine chains
posses more H-bond donors to
form these peptide–lipid aggre-
gates. A more detailed descrip-
tion of a possible mode of
action based on a molecular dy-
namics study of c-RW embedded
in a lipid bilayer will be pub-
lished.[25]


In conclusion we have shown
that c-RW undergoes a confor-
mational change upon mem-
brane binding. This results in an
altered structure that is induced
by the lipid environment, irre-
spective of the charge. The aro-
matic residues form a hydropho-
bic cluster that is anchored in
the hydrophobic core of the
membrane. The backbone and


Figure 5. Overlay of the ten lowest energy conformers of a) c-RY, b) c-KW and c) c-RNal, all bound to DPC micelles.
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the arginine side chains form the hydrophilic face of the mole-
cule and are located at the lipid–water interface. Investigation
of the analogues c-RW, c-RY and c-RNal suggests that a balance
in amphipathicity is crucial for antimicrobial activity and selec-
tivity. Furthermore, it was shown that lysine side chains are
less favourable. This emphasizes a special role for arginine side
chains in interacting with the target membrane. The results
presented here can exclude a membrane-spanning mode of
action.


Experimental Section


NMR spectroscopy : The synthesis of the peptides has been de-
scribed previously.[5] For the preparation of all samples, c-RW, c-KW,
c-RY and c-RNal were dissolved in H2O/D2O (9:1, 600 mL; final
sample concentration 2.5 mm). To obtain a sample of SDS-micelle-
bound peptide (25 mm SDS, pH 4.5) a stock solution of SDS was
added. Similarly, protonated (Avanti Polar Lipids, Alabaster, AL,
USA) and perdeuterated DPC (Cambridge Isotope Laboratories,
Inc. , Andover, MA, USA) were applied (50 mm, pH 6.3).


All NMR spectra were recorded on a Bruker DRX600 spectrometer.
DQF-COSY,[30] TOCSY (14 ms, 28 ms, 56 ms and 128 ms mixing
time),[31] NOESY (mixing time 80 ms),[32] and ROESY (80 ms mixing
time)[33] were recorded at 300 K. J coupling constants were extract-
ed from an in-phase COSY based on the HNHA experiment.[34,35]


Water suppression was achieved by using a WATERGATE se-
quence.[36] The number of data points in the F2 and F1 dimension
was 4096 and 512, respectively. Spectra were multiplied by a
squared cosine function and zero-filled to 4 KS2 K by using XWIN-
NMR (Bruker, Karlsruhe, Germany).


To study the water exposure of the peptide when bound to deter-
gent micelles we determined longitudinal relaxation times in the
presence and absence of GdIII-DTPA.[37] A GdIII-DTPA stock solution
(50 mm) was prepared by dissolving diethylenetriaminepentaacetic
acid (DTPA, 1.02 equiv; Sigma) in NaOH (150 mm) followed by the
addition of GdIIICl3 (1 equiv, Sigma). The stock solution was added
to the sample to give a final concentration of 0.3 mm. We recorded
a set of 25 1D 1H experiments preceded by a 1808 pulse and a
relaxation delay ranging from 5 ms to 2 s. For solvent suppression
a WATERGATE sequence was applied. Relaxation functions were
fitted by using KaleidaGraph 3.51 (Synergy Software, Reading, PA,
USA).


Structure calculation : The 2D NMR spectra were evaluated by
using SPARKY.[38] NOESY cross peaks were fitted with a Gaussian
function and interproton distances were derived from the peak
volumes. Upper and lower restraint boundaries were obtained by
defining a tolerance for the calculated distances of �0.3 and
�0.7 M for SDS- and DPC-bound peptide, respectively. Restraint
corrections were applied for pseudoatom assignments. Prochiral
assignments for b-protons were derived as described by Wagner.[39]


Structures were calculated with molecular dynamics simulations by
using Amber 6.0.[40] The simulated annealing protocol included an
unrestrained high-temperature step for the randomization of the
initial structure. Restraints were applied to an additional high-tem-
perature stage. HN-Ha J coupling restraints were included directly;
the Karplus coefficients were set to A=9.5, B=�1.4 and C=0.3.[41]


The simulated annealing was concluded by restrained cooling and
energy minimization. Out of 100 runs the ten lowest-energy struc-
tures were kept as final structures. For structural analysis the pro-
gram MOLMOL was used.[42] The average of the ten lowest-energy
structures was calculated and the one with the lowest RMSD was
chosen as the representative structure. The lipophilic potential
surfaces were created by using Sybyl 6.9 (Tripos, Inc. , St. Louis, MO,


USA).


Deposition in the PDB : The struc-
tures as well as the NMR data have
been deposited in the PDB and
BMRB. The PDB codes are given in
Table 1. Due to its high RMSD, the
structure of c-RW in water has not
been deposited.


Figure 6. Balance of hydrophilic and lipophilic regions. The ratio between
the surface area within a certain lipophilic potential (PL) range, AL, and the
total surface area, A0, was calculated for c-RY (white), c-RW–SDS (horizontally
hatched), c-RW–DPC (diagonally hatched), c-KW (grey) and c-RNal (black).
High lipophilic potentials correspond to hydrophobic regions.


Figure 7. Measurement of longitudinal relaxation times of SDS- and DPC-
bound c-RW. For protons, t1 in the presence (tGd


1 ) and absence (t01) of GdIII-
DTPA (0.3 mm) was determined. Red spheres account for tGd


1 /t01<0.6 (solvent
exposed) and green spheres for tGd


1 /t01>0.6 (less solvent exposed). a) c-RW
bound to SDS micelles ; b) c-RW bound to DPC micelles; c) SDS with the
sulfate pointing upwards; d) DPC with the head group pointing upwards.


Table 2. Minimal-inhibitory concentration (MIC) and erythrocyte lysis of the investigated peptides.


c-RW c-RY c-KW c-RNal
sequence cyclo(RRWWRF) cyclo(RRYYRF) cyclo(KKWWKF) cyclo(RRNalNalRF)
MIC E. coli [mm] 6.3 >100 25 12.5
MIC B. subtilis [mm] 3.1 >100 25 1.6
erythrocyte lysis (100 mm) 24% 1% 10% >30%
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Introduction


Amyloid plaques are a characteristic feature in the brains of
Alzheimer’s disease (AD) victims.[1] These plaques are mainly
composed of an aggregated protein called amyloid-b (Ab),[2]


which originates from a membrane protein called amyloid pre-
cursor protein (APP) and is present in healthy brains in a solu-
ble form.[3,4] Since the amyloid plaques occur only in AD pa-
tients, the aggregation process from Ab to the plaques is con-
sidered to be a key event. According to the amyloid-cascade
hypothesis, increased Ab accumulation and aggregation lead
first to the formation of Ab oligomers and then to amyloid
plaques.[5] These oligomers are believed to provoke neuronal
disfunction and, later on, dementia, probably through the pro-
duction of reactive oxygen species.[5] In this context, conditions
influencing this aggregation are of great interest.[6] Studies in
vitro, in cell cultures and in AD model mice all indicate an im-
portant role for metals (Zn, Cu and Fe) in this process.[7–10]


In the case of Zn, a large body of evidence pointing to an
important role of this metal ion in the metabolism of APP and
Ab linked to Alzheimer’s disease has been accumulated. Zn
has been found at high concentrations (�mm) in the amyloid
plaques, and treatment with chelators partially solubilized the
plaques.[11] APP possesses a high-affinity Zn-binding site, locat-
ed outside of the Ab-region.[12,13] Transgenic mice expressing
human APP serve as a model for Alzheimer’s disease, due to
the pathology based on amyloid plaque formation. In such
mice, the lack of the Zn-transporter ZnT3 (which transports Zn
into synaptic vesicles) reduced the plaque load, so it was con-
cluded that endogenous Zn contributed to amyloid deposition
in transgenic mice.[14] A chelator called clioquinol, known to
bind Zn and Cu, successfully reduced the amyloid plaque
burden in transgenic mice. Clioquinol is currently undergoing
testing in humans (clinical phase II).[15]


In vitro studies revealed that Zn promotes the aggregation
of amyloid-b.[6, 16,17] However, the Zn concentrations needed to
induce Ab aggregation differed. It is necessary to distinguish
between the different forms used—Ab1–40 or Ab1–42, or the
truncated Ab1–28 and Ab1–16—because the propensity for aggre-
gation increases with the length of the peptide (all are be-
lieved to contain the Zn-binding site; see below). For Ab1–40,
values from 5 mm to 100 mm have been reported to provoke
significant precipitation (initially a value of 100 nm was report-
ed,[17] but this was corrected to 5 mm in a following publica-
tion).[18]


Values of the same order were obtained for the dissociation
constant of Zn–Ab, but they differed widely in the conditions
and methods used. Initially Bush et al. reported a substoichio-
metric binding of Zn to Ab1–40 with Kd values of �100 nm and,
to a second site, 5 mm from a displacement assay with radio-
active and cold Zn binding to blotted Ab1–40 (slightly lower Kd


values of 334 nm and 15 mm were reported for Ab1–28).[17] In a
subsequent study, also using blotted peptide, Clements et al.
found no evidence for submicromolar binding, but confirmed
a Kd of �5 mm for Ab1–40 with a value of 3.2 mm.[19] Higher Kd


values of 300 mm for Ab1–40 and 57 mm for Ab1–42 were deduced


Aggregation of the human peptide amyloid-b (Ab) is a key event
in Alzheimer’s disease (AD). Zinc ions play an important role in
AD and in Ab aggregation. In vitro, ZnII binds to Ab and acceler-
ates its aggregation. In this work we have investigated ZnII bind-
ing to the synthetic peptide Ab1–16, which contains the metal-
binding domain of Ab. CdII was used to probe the ZnII site. Ab1–16


bound one equivalent of ZnII with an apparent dissociation con-
stant (Kd) of 10�4


m. This Kd value is in the same range as the Zn
concentration needed to precipitate Ab. Circular dichroism and


NMR indicated predominantly random-coil secondary structures
of apo-Ab1–16, ZnII–Ab1–16 and CdII–Ab1–16, which were all highly
dynamic and flexible. The three histidines at positions 6, 13 and
14 were suggested to be ligands to ZnII and CdII. Evidence that
the aspartate at position 1 served as a fourth ligand to ZnII and
CdII was found at pH 8.7. 111CdII NMR showed a resonance at
84 ppm, in line with a mixed oxygen-/nitrogen-ligand environ-
ment. The tyrosine at position 10 could be excluded as a ligand.
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from increased fluorescence of the single Tyr10 upon
addition of Zn.[20]


It has been reported that the metal-binding site is
in the N-terminal hydrophilic region composed of
amino acids 1–16 of Ab (called Ab1–16) and that the
three histidines at positions 6, 13 and 14 were in-
volved.[21] In more detail, replacement of His13 by an
Arg diminished the Zn affinity and the Zn-induced
aggregation in Ab1–28.[22] Yang et al. reported that re-
placement of either His13 or His14 by Ala eliminated
the Zn-induced conformation change to b-sheet and
aggregation of Ab1–28.[23] Raman spectroscopy studies
on Zn-induced aggregates of Ab1–40 and Ab1–16 gen-
erated by addition of two- to fourfold excesses of Zn
to the peptide have been reported.[24] The analysis
suggested that all three histidines residues (6, 13
and 14) provide the primary metal binding sites and
that Zn is bound to the N(tau) of His. The data also
indicated that Tyr10 acted as a ligand at pH 7.4 (at
least partially). It has also been suggested that the
peptide aggregates through intermolecular His-
(N(tau))–ZnII–His(N(tau)) bridges.[24] The involvement
of the three histidines as ligands has also been
found by 1H NMR measurements of Zn addition to
Ab1–28, which gave rise to broadening of the C2-H
and C4-H resonances of His6, His13 and His14.[25] Re-
cently, ESI-mass spectrometric analysis of Zn–Ab1–16


investigated by collision-induced dissociation con-
firmed the three histidines as ligands and proposed
Arg5, but not Tyr10, as a fourth ligand.[26] In conclu-
sion, the three histidines were implicated in Zn bind-
ing in the soluble and aggregated forms of Ab and
its model compounds Ab1–16 and Ab1–28, but with
other ligands it seems to be dependent on the ag-
gregation state and the conditions.


In this study we investigated the interaction be-
tween Zn and Ab1–16, used as a model for the interac-
tion between Zn and Ab in the soluble form. The
binding of Zn to soluble Ab corresponds to the first
step, before the Zn–Ab complex starts to aggregate.
Ab1–16 contains the Zn binding site (see above), and
its low propensity to aggregate allows studies of the
soluble form at high concentrations.[21]


Results and Discussion


The solubility of the peptide and its metal complexes at the
concentrations to be used later for NMR were investigated
first. Up to 1 mm Ab1–16, no precipitation—as estimated by the
loss of the Tyr absorption at 275 nm after centrifugation (see
Experimental Section)—occurred between pH 7.1 and 8.7. Ad-
dition of up to 1 equivalent of either Zn or Cd at pH 7.1 and
8.7 did not yield significant precipitation. At more than 1
equivalent, however, precipitation readily occurred. (This was
also in line with NMR measurements, which showed a loss of
intensity and a general broadening of the signals.) In order to


be sure that no precipitation would occur, metals were added
at slightly substoichiometric levels (0.95 equivalents).


1H NMR


apo-Ab1–16 : In order to investigate the effect of metal binding
on Ab1–16, apo-Ab1–16 first had to be studied. TOCSY, COSY and
NOESY experiments allowed the attribution of the resonances
to the different protons in the Ab1–16 peptide. The assignment
was performed at pH 8.7 and 7.1. 2D-NOESY experiments did
not yield any medium- or long-range cross-peak (NOE); this
indicates that Ab1–16 possessed a random structure (also con-


Figure 1. 1H NMR of apo- and ZnII–Ab1–16 at pH 8.7. The spectrum obtained from Ab1–16


(1 mm) in [D11]Tris (pH 8.7, 50 mm)/D2O (10%) at 293 K is shown (apo: trace A), together
with spectra at 0.25, 0.5 and 1 mol equiv of added Zn2+ (traces B, C and D, respectively).
The labelled resonances are: the three His units ( : 2H and 4H resonances), Asp1 (^: bCH),
Phe4 (^: 3–5H), Arg5 (O : gCH and dCH), Tyr10 (+ : 2,6H and 3,5H) and Val12 ( : bCH3).
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firmed by the circular dichroism spectrum (see below and
Figure 7).
ZnII–Ab1–16 at pH 8.7: The chemical shifts of the histidine


side-chain protons are very sensitive to pH, due to the pKa


(about 6.5) of the imidazole H�N. In order to be sure that ob-
served changes in the His resonances were due to the addition
of the metal (and not to very slight changes in pH; see Experi-
mental Section), the first experiments were recorded at pH 8.7,
in a range in which His is completely deprotonated and the
side-chain resonances are thus not very sensitive to slight pH
changes. Figure 1 shows the 1H NMR spectrum of apo-Ab1–16 at
pH 8.7 and the effect of the subsequent addition of 0.25, 0.5
and 0.95 equivalents of ZnCl2. In general, broadening of the
resonances could be observed with addition of ZnCl2, but the
extent of this broadening differed significantly, with much


larger broadening for His6, His13, His14, Asp1, Tyr10
and Val12 than for the rest of the amino acids. Such
intense broadening is likely to be due to the proximi-
ty to ZnII, as is the case for ligands or other close-by
residues. The Val side chain is aliphatic and can thus
be excluded as a ZnII ligand. Tyr residues are known
to bind metals and Tyr10 has been suggested as a
ligand in Ab under certain conditions.[24,27] However,
we provide evidence below that Tyr10 is not a ligand
for ZnII in Ab1–16, so the most likely ligands are Asp1
and the three His moieties. The large broadenings of
the resonances of Tyr10 and Val13 were probably
due to their proximity to the two His groups.


The progressive addition of ZnII to Ab1–16 also gave
rise to small shifts of some resonances (not shown).
Most affected were those residues that had also
shown the greatest broadening (see above): that is,
Asp1, His6, 13, 14, Tyr10 and Val12. The only excep-
tion was Arg5, which also showed a slight upfield
shift but no broadening. Arg5 has been proposed as
a ligand to ZnII–Ab1–16 and Ab1–28 (from rat).[26,28] In
general, the Arg side chain is not considered to be a
ligand to metal ions, due to its high pKa of �12.5. To
the best of our knowledge there is no arginine side
chain that has been clearly identified as a metal
ligand for a protein or peptide. Even if it were con-
ceivable that Arg ligation could be imposed by a pro-
tein, this would seem less likely in such a flexible
peptide as Ab.
CdII–Ab1–16 at pH 8.7: The same type of experiment


was also performed with CdII instead of ZnII. Cd has
often been used to probe ZnII sites and has the ad-
vantage that it has two isotopes with spin 1=2, exploit-
able by NMR (see below). In general, the addition of
Cd affected the same resonances (Figure 2). However,
the shifts of the resonances upon Cd addition were
larger and the broadenings were smaller. His6, 13, 14
and Asp1 showed the largest downfield shifts and so
are most consistent with being the ligands. Arg5 and
Tyr10 showed upfield shifts less consistent with their
being ligands. However, CdII binding to Ab1–16 also
produced slight downfield shifts in the two possible


ligands Asp7 and Glu11, but these were much smaller than for
Asp1. The four most likely ligands (His 6, 13, 14 and Asp1) also
showed the largest broadening of the resonances.
ZnII– and CdII–Ab1–16 at pH 7.1: Similar experiments were


also performed at pH 7.1, which better reflects physiological
conditions. Addition of Zn to Ab1–16 is shown in Figure 3. The
three His moieties showed large broadenings upon addition of
Zn, consistent with the Zn addition at higher pH and with His
being involved in coordination. However, Asp1 was not signifi-
cantly affected relative to the other residues (apart from Arg5
and Val12). There is thus no evidence for involvement of Asp1
as a ligand. However, no other resonance of any potential
ligand was affected in return.
ZnII–Ab1–16 at pH 6.4 : Investigation of Zn binding to Ab1–16


at the lower pH of 6.4 did not reveal any further information


Figure 2. 1H NMR of apo- and CdII–Ab1–16 at pH 8.7. A spectrum obtained from Ab1–16


(1 mm) in [D11]Tris (pH 8.7, 50 mm)/D2O (10%) at 293 K (apo: trace A) is shown, together
with spectra at 0.25, 0.5 and 1 mol equiv of added Cd2+ (traces B, C and D, respectively).
The labelled resonances are: the three His units ( : 2H and 4H resonances), Asp1 (^:


bCH),
Phe4 (^: 3–5H), Arg5 (O : gCH and dCH), Tyr10 (+ : 2,6H and 3,5H) and Val12 ( : bCH3).
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concerning a fourth ligand. Again, the three His moieties were
affected most, whilst the other resonances were either not af-
fected (including Asp1) or showed the same behaviour as at
high pH (e.g. , broadening of Val12; not shown).


111CdII–Ab1–16 : 111Cd and 113Cd are both spin 1=2 nuclei with
similar magnetic properties and have proven to be useful
probes for ZnII-binding sites in proteins. Their chemical shifts
are dependent on the number and types of bound ligands,[29]


and with >90% enrichment can readily be detected at �milli-
molar concentrations. The 111Cd NMR spectrum at pH 7.1 and
293 K showed at least one broad peak at �100 ppm, but the
signal-to-noise ratio was to small to be reliable (Figure 4). The
spectrum was therefore recorded at a higher temperature
(323 K), and this is also shown in Figure 4 and features a single
sharp peak at 84 ppm. This behaviour indicated dynamic be-


haviour in the Cd–Ab1–16 complex, such as a metal
exchange implicating different conformations, aver-
aged out by the rising temperature. The chemical
shifts of 111Cd and 113Cd correlate most strikingly
with the type and number of ligands.[29,30] When the
chemical shift of 84 ppm was compared to those of
known Cd-substituted metalloproteins from the lit-
erature, it was found to fall into the region of
mixed ligands consisting of oxygen and nitrogen.
The two closest 113Cd substituted proteins were:
i) carboxypeptidase A, with a chemical shift dCd=


120 ppm (ligands: two His, a bidentate Asp and a
water molecule in a bipyramidal geometry) and
ii) alkaline phosphatase B site, with a chemical shift
dCd=62 ppm (ligands: one His, two monodentate
Asp and a serine in a tetrahedral geometry). Accord-
ing to calculations of 113Cd shifts from first princi-
ples,[30] both the number of ligands and, to a lesser
extent, the geometry—that is, bond lengths and
angles—affect the chemical shift. In general, a
higher coordination number produces a downfield
shift (i.e. , higher ppm). Thus, for the case of 111Cd–
Ab1–16, with three His moieties assumed as ligands
(see above), it then fits best if no other additional
ligand is present.[30] However, additional oxygen li-
gands—such as from Asp1—cannot be excluded
and would be more in line with CdII coordination
chemistry, which prefers a higher number of ligands
(typically between four and six).


Circular dichroism


The circular dichroism spectrum of apo-Ab1–16


(Figure 5) showed features typical of a predomi-
nantly random coil structure, in agreement with the
2001 study by Kozin et al.[21] Unlike in that study,
however, the Ab1–16 did not precipitate upon addi-
tion of up to 1 equivalent Zn or Cd, perhaps due to
the different conditions (concentration of Ab1–16=


0.28 mm, 5 mm Tris/HCL, pH 7.3, 50 mm NaCl,
whereas Kozin et al. used concentration of Ab1–16=


0.200 mm, 10 mm sodium phosphate buffer pH 6.5
and no salt).[21] The addition of up to 1 equivalent of either ZnII


or CdII did not change the CD spectrum significantly, indicating
that Ab1–16 stayed predominantly in a random coiled structure
when bound to these metals. This is also in agreement with
the fact that only small changes in a restricted number of res-
idues were observed by 1H NMR upon metal addition (see
above).[21] It is interesting to note here that significant changes
from random coil to a more structured state (b-structure) were
observed in the CD study by Kozin et al. upon addition of Zn
to Ab1–16 with an acetylated N terminus and an amidated C ter-
minus.[21] This could imply that either the N terminus or the C
terminus plays an important role in binding of Zn to Ab1–16.
The N terminus consists of the residue Asp1, which has also
been shown to be affected by Zn, at least at higher pH (see
above). It is thus possible that the N terminus acts as a ligand


Figure 3. 1H NMR of apo- and ZnII–Ab1–16 at pH 7.1. A spectrum obtained from Ab1–16


(1 mm) in phosphate buffer (50 mm, pH 7.10)/D2O (10%) at 293 K (apo: trace A) is shown,
together with spectra at 0.25, 0.5 and 1 mol equiv of Zn2+ added (traces B, C and D, re-
spectively)). The labelled resonances are: the three His units ( : 2H and 4H resonances),
Asp1 (^: bCH), Phe4 (^: 3–5H), Arg5 (O : gCH and dCH), Tyr10 (+ : 2,6H and 3,5H) and Val12 ( :
bCH3).
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or at least is important for Zn-ligation, and that this is abol-
ished by acetylation of the N terminus.


ZnII- and pH-dependent absorption of Tyr10 in Ab1–16


Tyr10 has been suggested to play an important role in the
chemistry and biology of Ab. In particular it has been pro-
posed to serve as a ligand for CuII, FeII and ZnII, but also impli-
cated in radical reactions of CuII–Ab, for example, forming di-
tyrosines etc.[31,32] In order to investigate the role of Tyr10 in
the complexation of ZnII, the pH dependence of the absorption
of Tyr10 was measured in the presence and in the absence of
ZnII (Figure 6). At physiological pH the addition of up to four
equivalents of ZnII did not significantly influence the absorp-
tion spectrum of the tyrosine. Note that Tyr10 is the only Tyr in
the sequence and that no Trp is present, so the absorption
above 250 nm is almost exclusively due to the phenolic side


chain of Tyr10. If the Tyr10 were a ligand to ZnII, deprotonation
of the phenol side chain, and hence a change in the absorp-
tion spectrum, would be expected. This is shown by the spec-
trum of apo-Ab1–16 at pH 11 (Figure 6, dashed line). The tyro-
sine absorption maximum has shifted from 275 nm to 290 nm,
as is typical for tyrosinates. This suggests that Tyr10 does not
form a tyrosinate ligated to ZnII. However, it could also be pos-
sible that Tyr10 coordinates ZnII (at least weakly) without
losing its phenolic proton. In order to investigate this we mea-
sured whether Zn binding to Ab1–16 would have an effect on
the acidity of the phenolic proton of Tyr10, determining the
pH dependence of the absorption spectrum of Ab1–16. From
the fully protonated and fully deprotonated spectra of tyrosine
(see above) the pKa of Tyr10 in apo-Ab1–16 was determined and
was found to �11.3. In the presence of one to four equiva-
lents of Zn the apparent pKa did not change significantly
(Figure 6; inset). This indicates that Tyr10 was not acting as a
ligand to ZnII (even when several equiv were present) and that
the binding of ZnII does not influence the pKa of Tyr10,
through a structural change, for example (in agreement with
NMR data; see above).


Size-exclusion chromatography


In order to address the question of whether Ab1–16 dimerises or
oligomerises upon Zn binding, apo-Ab1–16 and Zn–Ab1–16 were
analysed by size-exclusion chromatography. apo-Ab1–16 and
Zn–Ab1–16 each exhibited a single peptide peak at about the
same elution volume (Zn–Ab1–16 had the tendency to elute
later). The elution volume corresponded to an apparent molec-
ular mass of about 4–5 kDa. This suggests that the Zn binding
to Ab1–16 does not augment the apparent molecular weight;
that is, that Zn–Ab1–16 is most probably monomeric, like the
apo-peptide.[33]


Figure 4. 111Cd NMR spectrum of enriched 111Cd–Ab1–16 at 323 K (top) and
293 K (reference Cd(ClO4)2) in [D11]Tris (50 mm, pH 7.1)/D2O (10% vol).


Figure 5. Circular dichroism spectra of apo-Ab1–16 (····), Zn–Ab1–16 (a) and
Cd–Ab1–16 (c): [Ab1–16]=284 mm, Tris/NaOH (pH 7.3, 10 mm).


Figure 6. Absorption spectra of Ab1–16 at pH 7.5 (c) with Tyr10 as tyrosine
and pH 12 (a) with Tyr10 as tyrosinate. Conditions: 60 mm Ab1–16. Inset:
pH dependence of the protonation state of the phenolic proton of Tyr10 in
the absence (&) and in the presence (O ) of 1 equiv of ZnII, estimated from
the absorption of tyrosinate at 290 nm.
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Apparent binding constant of ZnII–Ab1–16


Key to the physiological significance of ZnII binding to Ab is its
affinity. Apparent binding constants can be estimated by com-
petition with a chelator with a known binding constant in the
same range. The Zn chelator Zincon (Zi) has been shown to be
appropriate for Zn–protein complexes.[34,35]


Figure 7 shows the titration experiments (see Experimental
Section). The upper panel showed the absorption at 620 nm
from the Zn–Zi with addition of increasing amounts of Ab1–16.
The decrease in the absorption at 620 nm reflects the transfer
of ZnII from Zi to Ab1–16. A concentration of about 13 mm Ab1–16


was necessary to reduce the band at 620 nm by half, indicating
that half of the 5 mm Zn bound to 10 mm Zi had been transfer-
red to Ab1–16 (dotted lines, upper panel). The binding constants
were thus globally very similar, Zi being slightly stronger then
Ab1–16. The calculations give an apparent binding constant


(Kapp) of 6.1O10
4 for Zn–Ab1–16 (the spectra of some titration


points are depicted in the inset).
The lower panel shows the inverse experiment, in which Zi


was added to Zn–Ab1–16. Here, half of the 10 mm Zn was bound
to Zi after addition of �14 mm Zi.[36] This confirmed the above
experiment and showed that, globally, the binding constants
were in the same range with Zi a little stronger than Ab1–16.
The calculation yielded a Kapp of 5.5O104 for Zn–Ab1–16. The
fact that the two approaches yielded the same Kapp (within ex-
perimental limits) indicated that the Zn exchange reaction had
reached equilibrium, a prerequisite for the calculation of Kapp.


Dissociation constants have been measured for Ab1–40 and
Ab1–28. In each case two constants were deduced: 104 nm and
5.2 mm for Ab1–40, and 334 nm and 15 mm for Ab1–28. The stron-
ger constants in Ab1–40 and Ab1–28 were for substoichiometric
binding of 0.7 and 0.25 respectively.[17] The binding studies
were performed by use of a displacement assay with peptide
blotted on a polyvinylidene difluoride membrane, so it is con-
ceivable that blotting changed the structure of the peptide or
that the peptide was partially aggregated, thus exhibiting a
higher apparent binding constant. In a subsequent study with
a similar method but other conditions, Clements et al. found
no evidence for such submicromolar binding but confirmed a
Kd value of �5 mm for Ab1–40 with their value of 3.2 mm.[19] The
peptide was also blotted on a membrane (nitrocellulose) in
this case. The Kd value of Ab in solution (not blotted) has been
deduced from increased fluorescence of the single Tyr10 upon
Zn addition. Values of 300 mm for Ab1–40 and 57 mm for Ab1–42


were found.[20]


Our studies for Ab1–16 match well with the low mm Kd (3 to
15 mm), but no indication of stronger submicromolar binding
was observed. It is very possible that the low submicromolar
Kd was due to partially aggregated Ab1–40, whereas Ab1–16 is
more soluble and thus no submicromolar Kd was observed.
This would also explain why the submicromolar Kd binding site
had a stoichiometry of 0.7 in Ab1–40 and only 0.25 in Ab1–28,
which is less aggregating. It can be proposed that the Zn bind-
ing to Ab in the soluble form is in the Kd=10 mm range, but
the apparent binding may become stronger when Zn–Ab is
aggregated. (It would have also to be shown that the apparent
binding is thermodynamic and not kinetic trapping.) In the
case of the higher Kd reported by fluorescence measurements,
it has to be considered that these were carried out in Tris
buffer (10 mm). Tris is known to ligate Zn modestly, which
could be responsible for the higher apparent Kd of 300 mm for
Ab1–40. In the current study, competition between two stronger
ligands (Zincon and Ab1–16) was used, so the buffer should
interfere less and a second HEPES buffer, which is a much
weaker ligand for Zn than Tris, was used.


A dissociation constant in the mm range is not very strong
relative to other Zn-binding proteins such as Zn-fingers, metal-
lothionein etc.[35,37] However, it has been estimated that Zn
concentrations can reach up to 300 mm in certain regions of
the brain,[38] indicating that this binding site could be occupied
by Zn. It is interesting to note that the Zn concentrations
found to initiate precipitation of Ab were of the same order as
the binding constant (that is, �5 mm).[18,39] It is therefore very


Figure 7. Estimation of the ZnII binding constant by competition with the
ZnII chelator Zincon: Upper panel: absorption (at 620 nm) of the Zn–Zincon
complex with addition of increasing amounts of Ab1–16. Conditions: Zincon
(10 mm), Zn (5 mm), pH 7.4, HEPES (50 mm), NaCl (100 mm). Inset: corre-
sponding absorption spectra of Zn–Zincon (10 mm) upon addition of 0, 3, 6,
9, 12, 15 and 18 mm Ab1–16 (in direction of the arrow). Lower panel : increas-
ing concentrations of Zincon were added to the complex of Zn–Ab1–16, and
the absorption (at 620 nm) of the Zn–Zincon was followed. Conditions:
Ab1–16 (20 mm), Zn (10 mm), pH 7.4, HEPES (50 mm), NaCl (100 mm).
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possible that Zn binding to this site is related to the precipita-
tion.


Conclusion


The Zn–Ab1–16 complex showed an apparent dissociation con-
stant (Kd) of about 15 mm, in line with previous observations of
3–5 mm for Ab1–40 (and 300 mm in Tris buffer) and 15 mm for
Ab1–28, and thus is consistent with Ab1–16 being a minimal bind-
ing fraction of Ab in its soluble form. The reported lower Kd


values could be due to more aggregated forms of Zn–Ab. Size-
exclusion chromatography suggests that Zn–Ab1–16 is mono-
meric.


Ab1–16 bound Zn (and its substitute Cd) through the three
His moieties. Evidence for Asp1 as a ligand has been found at
higher pH values (8.5), but this is less clear at lower pH, al-
though no evidence for another amino acid replacing Asp1 as
ligand at lower pH was observed. The other previously pro-
posed ligands, Arg5 and Tyr10, were not consistent with the
data obtained, neither were the rest of the potential amino
acids.


The fact that Zn and Cd binding affect the NMR resonances
of Asp1 only at high, and not at low, pH is more consistent
with binding to the amine group of Asp1 (i.e. , the N terminus
of the peptide) rather than to the carboxylate side chain. In
contrast, the chemical shift seen in the 111Cd NMR is more in
line with an oxygen than a nitrogen ligand, but the latter
cannot be excluded.


The peptide structures in the forms both of apo-Ab1–16 and
of Zn–Ab1–16 were mostly random and likely to be very flexible,
so it is conceivable that Asp1, likely to be a ligand at pH 8.7,
also serves as a ligand at neutral pH, but attaching to and de-
taching from the Zn, binding through its amine and carboxyl-
ate group or being in competition with other ligands such as
water or hydroxide.


It is interesting to note that a recent report by Hou et al.
showed that the same 1H resonances—that is, the three His
moieties and the aspartate region—were affected upon aggre-
gation of Ab (without addition of metals).[40] They found evi-
dence that the histidines are engaged in electrostatic interac-
tions with the aspartate, thus forming a loop with a turn in the
region of Ser8 to Val12. Another possibility for the formation
of such a loop is the binding of a metal to the His and Asp,
which would explain the promoting effect of metals on the Ab
aggregation.


Experimental Section


Sample preparation : The peptide Ab1–16 (sequence Asp-Ala-Glu-
Phe-Arg-His-Asp-Ser-Gly-Tyr-Glu-Val-His-His-Gln-Lys) was synthe-
sized by standard F-MOC chemistry and purified by HPLC on a C8
column (Brownlee labs). ESI-MS showed masses of 1954.95 and
978.55 for the mono- and dicharged species, respectively, which
was in agreement with calculated masses of 1954.88 and 978.44,
respectively. Most samples were used for multiple experiments and
were stored by refrigeration. Under these conditions, neither deg-
radation nor aggregation of the samples was observed. The pep-
tide Ab1–16 concentration was determined by absorption spectros-


copy, by use of the well established extinction coefficient of Tyr at
275 nm (e=1410 cm�1


m
�1).[41] (Note that the peptide is predomi-


nantly in a random coil conformation (see below) and so the Tyr is
likely to be surrounded by water as for the free Tyr.)


The metals were added from concentrated metal solutions of ZnCl2
or CdCl2 in HCl (10 mm). The HCl was used to keep the metals in
solution, so the pH was monitored after each addition of this
metal stock solution to the peptide and adjusted if necessary.


NMR spectra : NMR spectra were recorded on Bruker AMX400 and
DMX500 spectrometers fitted with 5 mm triple resonance inverse
Z-gradient probes in H2O (90%)/D2O (10%). All chemical shifts
for 1H are relative to TMS, and Cd(ClO4) was used as an external
reference for 111Cd. 1H NMR spectra were recorded at 293 K and
111Cd NMR spectra at 293 and 323 K.


The 1H signals of the free peptide were assigned by conventional
homonuclear methods based on 2D TOCSY, NOESY and gs-COSY45
experiments. Suppression of the water signal was achieved with a
WATERGATE sequence. The NOESY spectrum was acquired with a
mixing time of 200 ms and TOCSY was recorded with a spin-lock
time of 80 ms. Typically, 4096 t2 data points were collected for 512
t1 increments. 111Cd with inverse gated 1H decoupling was acquired
with 50000 transients, an acquisition time of 0.5 s and a recycle
delay of 1 s. Spectra processing was performed on a Silicon Graph-
ics O2 workstation with use of XWINNMR 2.5 software.


The addition of Zn2+ or Cd2+ to Ab1–16 was carried out at 293 K.
The peptide (1 mm) was dissolved in [D11]Tris (0.5 mL, 50 mm) or
phosphate (0.5 mL, 50 mm) buffer depending on the pH selected.
Zn2+ or Cd2+ were added as chloride salts from concentrated
stock solutions (40 mm) in order to keep the concentration of pep-
tide almost constant (volume changes were below 5%). The pH
was checked after each addition (and readjusted if necessary).


For 111Cd NMR measurements 111Cd was added from a concentrated
aqueous solution of 111CdCl2, generated by dissolving 111CdO
(95.11% isotopic purity, Oak Ridge National Laboratory, Oak Ridge,
TN) in HCl (1m) and then washing with pure water several times.
The pH was checked after each addition. Chemical shifts given are
with reference to Cd(ClO4)2.


As a control, 111Cd in the buffer without the peptide was measured
under the same conditions. A signal was clearly shifted to 60 ppm
(as compared to the presence of peptide), which was in agreement
with CdII complexed (at least partially) to the Tris buffer.


The 1H NMR spectrum was recorded after each addition to deter-
mine the observed chemical shifts of the peptide at a given con-
centration of the corresponding ZnII or CdII.


Circular dichroism : CD spectra were recorded on an AVIV Circular
Dichroism model 202 spectrometer at 25 8C. Typically, a cell with a
0.1 cm path length was used for spectra recorded between 185
and 400 nm, with sampling points every 0.5 nm. A 1 cm cell path
length was used for data between 240 and 800 nm, with a 2 nm
sampling interval. A minimum of two scans were averaged, and
baseline spectra were subtracted from each spectrum. AVIV soft-
ware was used to smooth data when necessary. Data were process-
ed with the aid of an origin spreadsheet/graph package. Direct CD
measurements (q, in millidegrees) were converted to molar elliptic-
ity, De (m�1 cm�1) by use of the relationship De=q/33000OcO l,
where c represents the concentration and l is the path length. The
Ab1–16 concentration was 284 mm in Tris/NaOH (10 mm) at pH 7.3
and pH 8.7. Aliquots (0 to 1 mol equivalent) of 40 mm CdCl2 or
ZnCl2 were added.


ChemBioChem 2005, 6, 1663 – 1671 www.chembiochem.org D 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim 1669


ZnII Binding to Amyloid Peptide



www.chembiochem.org





Absorption spectroscopy : UV/visible absorption spectra were ob-
tained with a Cary 2300 spectrometer with use of a 1 cm path
length quartz cuvette.


Size-exclusion chromatography : The apopeptide and its com-
plexes with ZnII were analysed by size-exclusion chromatography.
The separations were performed with an AKTA Instrument (Amer-
sham) fitted with an Amersham Biosciences Superdex 75 10/300 GL
size exclusion column (300O10 mm) under isocratic conditions. For
the Zn–Ab1–16, HEPES/NaOH buffer solution (pH 7.4, 20 mm) con-
taining NaCl (100 mm) was used. Since the Zn–Ab1–16 complex lost
the Zn under these conditions, the same experiments were repeat-
ed in the presence of ZnCl2 (10 or 100 mm) in order to ensure that
Zn was always bound to Ab1–16. The Ab1–16 peak was collected and
quantified by absorption (see above), which showed that Ab1–16


had passed through the column quantitatively. This excludes the
possibility of polymerisation of Zn–Ab1–16 having occurred but
having escaped our detection by the peptide’s getting stuck on
the column. Molecular weights were estimated from the calibration
plot utilizing bovine serum albumin (Mr=67000), cytochrome C
(Mr=13600), aprotinin (Mr=6512), vitamin B12 (Mr=1355) and
tyrosine (Mr=181.2; Sigma–Aldrich reagents).


Apparent binding constant of ZnII–Ab1–16 : The apparent binding
constant was estimated by competition assay with the colorimetric
Zn-chelator Zincon (2-carboxy-2’-hydroxy-5’-(sulfoformazyl)ben-
zene.[42] It has been reported in the literature that Zincon (Zi) forms
a complex with ZnII in a 1 to 1 stoichiometry (ZnII–Zi), showing a
distinct absorption band at 620 nm (e=23500 cm�1


m
�1) at pH 7.4


and having an apparent binding constant (Kapp) of 7.9O10
4.[34] We


verified this parameters by titration of ZnCl2 to different concentra-
tions of Zi (10–20 mm) under our conditions (pH 7.4, 50 mm HEPES,
100 mm NaCl). Very similar parameters, within the experimental
limits, were found (i.e. , e�25000 cm�1


m
�1; Kapp�8.5O104).


The binding equilibrium of ZnII between Ab1–16 and Zi can be ex-
pressed as Equation (1):


ZnII�Ab1�16þZi Ð Ab1�16þZnII�Zi ð1Þ


The apparent binding constant of ZnII–Ab1–16 can be calculated by
resolving Equation (2) for Kapp(Ab


1–16).


½ZnII�Ab1�16� ½Zi�
½Ab1�16� ½Zn�Zi� ¼


KappðZn�Ab1�16Þ
KappðZn�ZiÞ ð2Þ


In the case of titration of Ab1–16 to the Zn–Zi complex, the absorp-
tion band at 620 nm was due to the Zn–Zi complex, which de-
creased upon addition of Ab1–16. This decrease reflected the trans-
fer of ZnII from Zi to Ab1–16, which yielded [ZnII–Zi] and [ZnII–Ab1–16]
for Equation (A). [Zi] and [Ab1–16] could be calculated by subtracting
the Zn-bound fraction from the initial concentration (i.e. , [Zi]=
[Zi]total�[Zn–Zi] and [Ab1–16]= [Ab1–16]total�[Zn–Ab1–16]). By taking the
reported binding constant of ZnII–Zi (see above) into account, the
apparent binding constant of ZnII–Ab1–16 could be calculated.[28] In
order to make sure that most Zn was bound to the ligand, an
excess of Zi over Zn (2:1 ratio) was used as a starting point of the
titration.


An analogous approach was used for the inverse titration: that is,
the addition of Zi to ZnII–Ab1–16. Both approaches yielded similar
apparent binding constants of ZnII–Ab1–16, indicating that reaction 1
had reached equilibrium.


Mass spectrometry : ESI-MS were performed on an API-365 quad-
rupole mass spectrometer (Perkin–Elmer Sciex). The samples were


prepared at a concentration of 75 mm in CH3COO
�NH4


+/NH3 buffer
(pH 8.7 or 7.1, depending on the conditions, 50 mm) to 30% vol.
MeOH. Apo-Ab1–16, ZnII–Ab1–16 and CdII–Ab1–16 exhibited double pos-
itive measured peaks at 978.55 Da, 1009.75 Da and 1033.15 Da,
respectively. These masses fit well with the calculated masses of
978.44, 1009.90 and 1033.89 Da, respectively; the isotope distribu-
tion was also in agreement with the coordination of the different
metals. In all cases, however, the spectrum also showed peaks cor-
responding to the apo-Ab1–16. We interpret this as indicating that
ZnII and CdII each formed a 1:1 complex with Ab1–16, but this was
disrupted during the measurement, as is known for several other
metal–peptide complexes in the literature.[43,44] The formation of a
1:1 complex of ZnII and Ab1–16 has already been shown by mass
spectrometry.[26]
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Introduction


Structural investigations of membrane proteins at high resolu-
tion have proven to be difficult, primarily because well-ordered
3D crystals do not form easily and many of them cannot be
solubilised in a manner suitable for solution NMR. Over the
past few years, solid-state NMR has developed into a comple-
mentary method for structural research.[1–7] An important pre-
requisite for solid-state NMR is the availability of isotopically
15N- and/or 13C-labelled, preferably ordered, protein samples. In
this paper, we describe the preparation of isotopically labelled
2D crystals of the outer-membrane protein G (OmpG) suitable
for structural studies by solid-state MAS NMR.


The outer membrane of Gram-negative bacteria serves as a
semipermeable barrier for small molecules. Escherichia coli con-
tains a set of outer-membrane proteins, the so-called porins,
that form channels allowing the influx of nutrients.[8, 9] The
porin OmpG is expressed in E. coli mutants lacking OmpF and
LamB.[10] Thus, OmpG facilitates the growth of these porin-defi-
cient mutants on maltodextrin-containing media. The gene for
OmpG encodes a 301 amino acid (aa) polypeptide that is pro-
cessed during export; this results in the removal of a 21 aa
leader sequence to yield the mature protein. OmpG has the
typical attributes of a bacterial porin: i) CD-spectroscopy indi-
cates the presence of b-structure;[11] ii) the last residue is phe-
nylalanine, which plays an important role in the insertion of
the protein into the outer membrane;[12] iii) OmpG acts as a
nonselective channel for mono-, di- and trisaccharides, as was
shown by a proteoliposome swelling assay.[11]


In contrast to the well-known trimeric porins (e.g. OmpF,
OmpC, PhoE and LamB), OmpG appears to be monomeric,
since oligomeric forms were not detected on gels before or
after chemical cross-linking.[11] Furthermore, in vitro-refolded
OmpG is functional as a monomer in planar bilayers.[13] A pro-
jection structure at 6 E resolution obtained by electron cryo-
microscopy of 2D crystals shows a monomeric channel restrict-
ed by internal loops.[14] The inner diameter of the barrel is
~25 E; this suggests that OmpG may have 14 membrane-


spanning b-strands. To determine the exact molecular architec-
ture and to understand the size selectivity of this unique porin,
detailed information on its 3D structure is needed.


An important consideration for structural studies by solid-
state MAS NMR is the strategy for sample preparation.[15–17]


Conformational disorder as a result of lyophilisation leads to
substantial line broadening. Short-range local order in the
sample is therefore desirable to obtain sufficient resolution.
One way to achieve this is to prepare small microcrystals.
Highly resolved solid-state MAS NMR spectra have thus been
obtained from microcrystals (100–1000 nm diameter) of the a-
spectrin SH3 domain[15] and of nanocrystalline protein precipi-
tates (10–100 nm diameter).[16] The resolution of spectra from
micro- and nanocrystalline protein preparations was found to
be similar ; this demonstrates that crystalline aggregates in the
10 nm to 100 nm range are “large” enough to yield excellent
resolution.[16] This was supported by studies on the bovine
pancreatic trypsin inhibitor (BPTI), a chemotactic peptide, and
the regulatory protein Crh.[18–20]


However, few solid-state MAS NMR studies of fully labelled,
integral membrane proteins have been documented. One ex-
ample is the solid-state MAS NMR investigation of the LH2
light-harvesting complex from Rhodospseudomonas acidophi-
la,[21,22] which yielded assignments of the 15N,13C-signals for the
membrane-spanning portion. The high resolution obtained for
this sample is attributed to the intrinsic rotational symmetry of
the homo-nonameric membrane protein complex. An impor-
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Uniformly 13C-,15N-labelled outer-membrane protein G (OmpG)
from Escherichia coli was expressed for structural studies by
solid-state magic-angle spinning (MAS) NMR. Inclusion bodies of
the recombinant, labelled protein were purified under denaturing
conditions and refolded in detergent. OmpG was reconstituted
into lipid bilayers and several milligrams of two-dimensional crys-


tals were obtained. Solid-state MAS NMR spectra showed signals
with an apparent line width of 80–120 Hz (including homonu-
clear scalar couplings). Signal patterns for several amino acids,
including threonines, prolines and serines were resolved and iden-
tified in 2D proton-driven spin-diffusion (PDSD) spectra.
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tant question that remains is to
what extent does the degree of
local order determine the reso-
lution in solid-state MAS NMR
spectra of membrane proteins.


Results


Protein expression, refolding
and analysis


OmpG was expressed without
the leader peptide but with an
additional N-terminal methionine
(starting with M-EERNDWH…) in
E. coli BL21 (DE3), on M9 minimal
medium with uniformly 13C-la-
belled glucose as the sole
carbon source and 15N-labelled
ammonium chloride as the sole
nitrogen source. The protein was
found in inclusion bodies, solubilised in urea (8m) and purified
under denaturing conditions to yield 25 mg protein per litre of
culture. OmpG was refolded by dilution into a urea-free buffer
containing n-dodecyl-b-d-maltoside (DDM; 1 mm). Refolding
was most efficient (>90%) at low protein concentrations
(<50 mgmL�1). The refolding process was monitored by SDS-
PAGE,[13,23] which shows denatured OmpG migrating at an ap-
parent molecular weight of 34 kDa (Figure 1a, lane I), com-
pared to 28 kDa for the refolded form (Figure 1a, lane II). CD
spectra of the preparation confirmed the efficient re-
folding of OmpG, showing a minimum at ~215 nm
and a maximum at ~195 nm (Figure 1b); this is typi-
cal of a b-sheet protein[11,13] and similar to results re-
ported for native OmpG.[11] Single-channel activity of
OmpG reconstituted into planar lipid bilayers result-
ed in a primary conductance of 364�11 pS (data not
shown), comparable to data published earlier.[13]


2D crystallisation


After lowering the detergent concentration by a
second anion-exchange-chromatography step, OmpG
was reconstituted into lipid bilayers. 2D crystals were
subsequently formed by dialysis. They were of tubu-
lar shape and measured up to 1 mm in length and
130–180 nm in width (Figure 2a, inset). Electron mi-
crographs of these crystals recorded by electron
cryo-microscopy diffracted to ~8 E. A projection map
at 8 E resolution (data not shown) indicated a circular
shape essentially identical to that of the native
porin.[14]


1D solid-state MAS NMR experiments


Figure 2a shows a 1D 13C cross-polarisation (CP)/MAS
NMR spectrum of OmpG 2D crystals recorded at


400 MHz. The spectrum exhibits carbonyl signals around
175 ppm, signals of aromatic carbons between 120 and
140 ppm and signals of aliphatic carbons occurring in the
region from 10 to 80 ppm.


To verify that the sharp lines are indeed due to the short-
range order present in the 2D crystals, we reconstituted OmpG
into lipid vesicles. A 1D 13C-CP/MAS NMR spectrum of these
vesicles, recorded under similar conditions to the spectrum in
Figure 2a is depicted in Figure 2b. In this case, the strongest


Figure 1. Expression, purification and refolding of OmpG. a) Lane I, purified OmpG under denaturing conditions
(8m urea and heating prior to sample application); lane II, refolded OmpG in 1 mm DDM without heating. b) Cir-
cular dichroism analysis of refolded and unfolded OmpG. The protein concentration was 25 mm. Samples were
scanned in a 1 mm path-length quartz cuvette, as described in the Experimental Section.


Figure 2. 1D 13C-CP/MAS NMR spectra of 13C-,15N-labelled OmpG reconstituted into a) 2D
crystals or b) lipid vesicles. The spectrum of the 2D crystals was recorded with 1024
scans. The NMR rotor contained 9 mg of protein and 4.5 mg lipids. The spectrum of the
vesicles was recorded with 3072 scans on a sample containing 3 mg pure protein recon-
stituted in 4.5 mg E. coli lipids to achieve a comparable signal-to-noise ratio. The spectra
were recorded at a spinning frequency of 8 kHz on a 400 MHz wide-bore spectrometer.
Insets : Electron micrographs of vesicles (top) or 2D crystals (bottom) of OmpG; scale
bars=1 mm.


1680 J 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1679 – 1684


H. Oschkinat et al.



www.chembiochem.org





and best-resolved signals are observed in the region from 10
to 40 ppm. These peaks are attributed to the 13C natural abun-
dance background of the lipids. This was confirmed by com-
parison to spectra of pure lipid vesicles. The protein signals,
however, appear much broader.


In a second series of 1D 13C-CP/MAS NMR experiments with
OmpG crystals, we investigated the influence of temperature
on spectral resolution. Measurements were performed at tem-
peratures ranging from 240 to 280 K. Similar narrow lines were
observed between 262 and 280 K. The resolution decreased
when the sample was frozen and measured at 240 K (data not
shown). These changes were reversible, and the higher resolu-
tion was fully recovered when the temperature was raised
again to 280 K. Repeated freeze–thaw cycles had no effect on
the resolution.


2D solid-state MAS NMR experiments


2D 13C�13C homonuclear correlation spectra of tubular OmpG
2D crystals were acquired by using the PDSD technique.[24,25]


Figure 3 shows a 2D correlation spectrum recorded with 20 ms
mixing at 280 K. The strong diagonal signals arise from 13C-
labelled sites in OmpG and from the 13C natural-abundance
background of the lipids. The unlabelled lipids do not give rise
to detectable cross peaks due to the low abundance of adja-
cent 13C nuclei. All observed cross peaks reflect intraresidual
correlation networks of OmpG.[15,18, 26,27] As an example, two
threonine correlation patterns are shown in Figure 4a. We
were able to identify signal sets for ten of the fifteen threo-
nines in OmpG from complete correlation networks between


the a, b and g carbons, which resonate between 58–66 ppm,
68–74 ppm and 18–24 ppm, respectively. In a similar way, we
assigned six out of eight prolines due to their characteristic a–
b, a–g, d–b and d–g correlations. For some of these we even
detected a–d cross peaks (Figure 4b). Furthermore, we identi-
fied nine out of twelve serines. In spectra recorded with longer
PDSD mixing times (50–100 ms), several isoleucine patterns
were found (not shown).


Discussion


For structure determination of integral membrane proteins by
solid-state MAS NMR, several conditions are critical : i) the avail-
ability of milligram amounts of protein, ii) incorporation of iso-
topes and iii) local order in the sample preparation used.


In this work, more than 12 mg of uniformly 13C-,15N-labelled
OmpG were prepared from a one litre culture by applying an
efficient refolding protocol. The refolded protein (more than


Figure 3. 2D 13C�13C PDSD NMR spectrum of the OmpG 2D crystals. The
spectrum was recorded at 600 MHz and 280 K with a mixing time of 20 ms
and a MAS frequency of 9.5 kHz. The spectral area shown contains cross
peaks for aliphatic carbons. The signal patterns for threonine (c) and
proline (a) are indicated in boxes.


Figure 4. Threonine and proline signal patterns extracted from the 2D 13C�
13C PDSD NMR spectrum as shown in Figure 3. a) Complete correlation pat-
terns involving a, b and g carbons of two different threonine residues are
connected by dashed or dotted lines. b) correlation patterns for the a, b, g
and d carbons of two different proline residues are connected by dotted or
dashed lines.
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90%) exhibited the same properties as the native form, as
demonstrated by SDS-PAGE, CD-spectroscopy (Figure 1) and
planar lipid-bilayer recordings. In addition, we generated 2D
crystals that were well suited for solid-state MAS NMR (Fig-
ure 2a). This form of preparation has additional advantages,
such as a high protein density and a low lipid-to-protein ratio
(LPR). Furthermore, a quasinative environment is generated
since 2D crystals were formed from OmpG and an E. coli total
lipids extract. However, the long-range order and translational
symmetry, as required for diffraction techniques, is not impor-
tant for solid-state NMR. The 2D crystals we used for NMR
studies are unsuitable for high-resolution structure determina-
tion by cryo-EM, whereas well-resolved NMR spectra were
readily obtained. In particular, 2D 13C�13C spectra show cross
peaks with an apparent line width of 80–120 Hz (including
scalar couplings; Figures 3 and 4). This resolution is sufficient
for the identification of a large number of amino acid signal
patterns (e.g. Figure 4).


Spectra obtained from vesicles, however, show less resolved
lines. These broader lines are due to the less-defined environ-
ment of each protein molecule. This is evident from Figure 2,
in which 1D spectra of OmpG in 2D crystals (a) and in noncrys-
talline vesicles (b) are compared. Another disadvantage of the
vesicle preparation is that it contains less protein per volume
than the 2D crystals. Since the sample volume of the NMR con-
tainer is limited, this results in lower signal intensities.


To understand the observed strong effect of short-range
order on spectral resolution, it should be realised that OmpG is
a transmembrane b-barrel rather than a globular protein. Expe-
rience shows that buried residues of membrane proteins and
receptor-bound agonists or antagonists give rise to sharp
lines.[5, 28] In these cases, the signals are from nuclei in a confor-
mationally homogeneous environment that determines the
resolution. Since OmpG is a transmembrane b-barrel, it lacks a
well-defined hydrophobic core, and most residues are located
in a single-walled cylindrical b-sheet, facing either the lipid bi-
layer or the solvent in the pore. In this way, most residues are
surface-exposed. It appears that 2D crystallisation locks these
residues in one conformation and thus might have a stronger
effect on the spectral resolution than for other membrane pro-
teins.


NMR spectra recorded below the freezing point of the
sample exhibit line broadening. This might indicate a disrup-
tion of the 2D crystal lattice by mechanical stress due to the
formation of ice crystals. However, the resolution is recovered
after increasing the sample temperature to 280 K. Our observa-
tion that the resolution changes reversibly and recovers direct-
ly after thawing makes it unlikely that the 2D crystals are de-
stroyed. Alternatively, the observed line broadening might be
due to the reduced mobility of side-chains in the frozen state,
resulting in reduced self-decoupling. However, increasing the
decoupling power from 70 to 110 kHz had no effect on the 1D
spectra of a frozen sample of OmpG 2D crystals (data not
shown). This increase would normally be sufficient to induce
heteronuclear decoupling in a rigid body. The most likely ex-
planation for this effect is the structural inhomogeneity of side
chains immobilised by frozen water and a more rigid lipid


phase. This is in line with recent reports by Martin et al. ,[16]


who show that sample freezing causes incomplete motional
averaging and results in in-homogeneous line broadening.
Noteworthy is that 2D crystals show spectra with narrow lines
at room temperature, in contrast to micellar solutions, which
require freezing.[22]


Despite the favourable line width, resonance overlap ham-
pers the specific assignment of resonances in crowded regions.
A significant improvement is possible by incorporating fewer
13C atoms in defined positions in the protein. This can be
achieved by growing the bacteria on a medium containing
either 1,3-13C- or 2-13C-glycerol as the sole carbon source.[29–32]


The effect of this reduced labelling on the quality of the spec-
tra is twofold: it simplifies the spectra and removes most of
the broadening due to J couplings. In addition, this kind of
spin dilution allows the detection of the necessary long-range
correlations for structure calculations. This work is currently in
progress.


In conclusion, the results presented here demonstrate that
small, poorly ordered 2D crystals of an integral membrane pro-
tein are suitable for structure determination by solid-state MAS
NMR. We expect that this approach is generally suitable for
structural studies of membrane proteins and their complexes.


Experimental Section


Chemicals : Chemicals were purchased from the following suppli-
ers: OG and DDM from Glycon, Luckenwalde, Germany; E. coli
total-lipid extract from Avanti Polar Lipids, Alabaster, USA; Q-
Sepharose Fast Flow and Resource-Q columns from Amersham Bio-
sciences, Freiburg, Germany. All other reagents were purchased
from VWR International, Darmstadt, Germany, at the highest purity
available.


Cloning and strains : The coding sequence for OmpG was ampli-
fied from chromosomal DNA (D2001) of E. coli strain B (SIGMA, Dei-
senhofen, Germany) by using the following primers: forward, 5’-
GATCTCGGTTGGGCTGGCTTCTGTCTCCCT; reverse, 5’-CCGACG-
CAGGAGTTAGGTCAACAAAGCTGCG. The product was used in a
second PCR (primers: forward, 5’-GGCCTGCGCACATATGGAGGA-
AAGGAACGAC; reverse 5’-CGGATAAGGAGCTCGCGCCGCATCC)
to introduce the restriction sites NdeI and SacI. The amplified DNA
was digested with NdeI and SacI and cloned into a pET-26b expres-
sion plasmid from Novagen (Bad Soden, Germany). The resulting
construct contained the mature form of OmpG (280 amino acids)
without signal sequence, plus an N-terminal methionine. Protein
expression was carried out in E. coli Bl21 (DE3) cells from Novagen
(Bad Soden, Germany).


Expression and purification of 13C-,15N-labelled OmpG : An over-
night culture was diluted to an OD600 of 0.1 in M9 minimal media.
For fully 13C,15N-labelled OmpG, uniformly 13C-labelled glucose
(2 gL�1 culture) and 15N-ammonium chloride (0.5 gL�1 culture)
were used as the sole carbon and sole nitrogen sources, respec-
tively. At an OD600 of 0.6–0.7, the expression of OmpG was induced
by isopropyl-b-d-thiogalactopyranoside (1 mm). Cells were further
incubated for 3 h at 37 8C and collected by centrifugation at
5000g for 15 min at 4 8C. The pellet was washed with ice-cold
NaCl solution (500 mL, 0.15m), centrifuged and frozen. Protein pu-
rification was carried out in a similar manner to that described by
Conlan et al.[13] In brief, cells from a 1 L culture were broken by


1682 J 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1679 – 1684


H. Oschkinat et al.



www.chembiochem.org





using a French Press. The solubilised inclusion body fraction was
loaded on to a Q-Sepharose Fast-Flow column with a bed volume
of 180 mL. The column was washed with three column volumes of
buffer A (10 mm Tris-HCl, pH 8.0) containing urea (8m). OmpG was
eluted with a linear gradient of NaCl (0–1m). The concentration of
OmpG was determined by measuring the absorbance at 280 nm in
buffer A containing urea (8m) with an extinction coefficient of
85060m�1 cm�1.[33]


Refolding and 2D crystallisation : For refolding, purified OmpG
was diluted into buffer A containing DDM (1 mm) and l-arginine
(0.6m) at 8 8C by using a peristaltic pump with a flow rate of
0.1 mLmin�1. The refolded protein was washed and concentrated
with buffer A and DDM (1 mm) to a final concentration of 1–
2 mgmL�1 in an ultrafiltration chamber (Millipore, Schwalbach, Ger-
many) with a membrane cut-off of 30 kDa. The detergent concen-
tration was reduced by binding OmpG to a Resource-Q column
and washing with 3 column volumes of buffer A with DDM
(0.4 mm). OmpG was eluted with NaCl (0.3m) and concentrated by
a centrifugal filter device (Ultrafree-15, cut-off 50 kDa, Millipore;
final concentration 3 mgmL�1). Refolded OmpG was reconstituted
into lipid bilayers. For this purpose, an E. coli total lipid chloroform
extract (20 mg) was dried in a nitrogen stream. The resulting lipid
film was dissolved in buffer A (5 mL) containing OG (34 mm). Ali-
quots of this lipid solution and refolded OmpG (2 mgmL�1) were
mixed to yield a lipid-to-protein ratio (LPR) of 1:2 (w/w). For 2D
crystallisation, the detergent was removed by dialysis (dialysis-tube
cut-off 25 kDa, Roth, Karlsruhe, Germany) at 20 8C against buffer B
(5 L, 20 mm Tris-HCl, pH 7.0, 25 mm MgCl2, 3 mm NaN3, 150 mm


NaCl) for 6 to 7 weeks. The dialysis buffer was changed every
5 days. 2D crystals were observed after 7 days. OmpG reconstituted
into lipid vesicles was prepared in the same way, except that the
LPR was adjusted to 3:2, and dialysis was stopped after 7 days.


Circular dichroism spectroscopy : CD spectra were taken on a
J720 CD-spectrometer from Jasco (Tokyo, Japan) in a quartz cuv-
ette with 1 mm path length. Unfolded and folded protein (25 mm)
was measured in buffer A containing urea (8m) or DDM (0.4 mm),
respectively. Each sample was scanned 5 times from 260 to 190 nm
with a step size of 1 nm. Data were baseline corrected and con-
verted to molar residue ellipticity.


Electron microscopy : The crystallised samples (2–4 mL) were ap-
plied to a carbon-coated grid (400 mesh copper rhodium) from
PLANO (Wetzlar, Germany) and incubated for 20 s. The grid was
stained twice with drops (2 mL) of uranyl acetate solution (2%,
w/v). Residual liquid was removed after each step. Images were re-
corded on a CM12 electron microscope (Philips) at an accelerating
voltage of 120 kV with an electron dose of 10 e�E�2 on Kodak SO-
163 film at 60000P magnification.


Planar lipid-bilayer recordings : Planar lipid bilayers were prepared
as described previously.[34] OmpG was added to one measurement
chamber (final concentration 30 ngmL�1) in buffer A with NaCl
(0.3m). The transmembrane current was measured under voltage-
clamp conditions by using a routine patch-clamp amplifier (model
EPC9, HEKA, Germany). To monitor the ion current, the sampling
frequency of the patch-clamp amplifier was fixed at 0.5 kHz, with a
4-pole Bessel filter and a 3-dB corner frequency of 0.1 kHz. The raw
data were analysed with the TAC software package (Bruxton Cor-
poration, Seattle, WA). Gaussian filters between 7 and 37 kHz were
applied to reduce noise.


Solid-state MAS NMR spectroscopy : 2D crystals of OmpG were
sedimented in an ultracentrifuge at 100000g for 30 min and 4 8C
in phosphate buffer (20 mm) with NaCl (50 mm). Samples were


transferred into a 4 mm MAS rotor (Bruker, Karlsruhe, Germany) by
centrifugation at 19000g for 10 min. NMR measurements were
performed on DMX-600 and DMX-400 spectrometers (Bruker), both
equipped with a 4 mm triple-resonance MAS probe (Bruker).


One-dimensional 13C CP/MAS NMR spectra were recorded on a
400 MHz wide-bore spectrometer at different temperatures (280–
240 K) and at a MAS frequency wR/2p of 8.0 kHz. Magnetisation
was transferred from 1H to 13C with a ramped CP contact of 500 ms.
For decoupling, the two-pulse phase modulation (TPPM)[35] with a
pulse width of 6–7.5 ms and a proton RF field of ~70 kHz was
used. All 1D spectra were recorded with the same acquisition time
(40 ms).


2D 13C�13C spectra of OmpG were recorded at a magnetic field
strength of 14.1 T at 280 K with a MAS frequency wR/2p of 9.5 kHz
by using the proton-driven spin-diffusion (PDSD) mixing scheme.[36]


Magnetisation was transferred from 1H to 13C with a ramped CP of
1.75 ms and spinlock field strengths of ~60 kHz for 1H and 45–
90 kHz for the 13C ramp. A PDSD mixing time of 20 ms was chosen,
and a proton RF field of ~70 kHz was applied for TPPM decou-
pling. 96 scans per increment were collected, with an effective evo-
lution time of ~7.7 ms in the indirect dimension. The 2D data
were thus recorded in 2 days. Data were processed by using
XWINNMR, version 2.6 (Bruker, Karlsruhe, Germany) and subse-
quently analysed in Sparky, version 3.1 (T. D. Goddard, D. G. Kneller,
University of California, USA).
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Structure Refinement of Cyclosporin A in
Chloroform by Using RDCs Measured in a
Stretched PDMS-Gel
Jochen Klages,[a] Cajetan Neubauer,[a] Murray Coles,[b] Horst Kessler,*[a] and
Burkhard Luy*[a]


Introduction


The measurement of anisotropic parameters, that is, parame-
ters that depend on the orientation of a molecule to the exter-
nal magnetic field, has revolutionized the NMR spectroscopy of
biological macromolecules in recent years. In principal, any ani-
sotropic parameter can be measured as the difference be-
tween measurements on an isotropic sample and a sample
partially aligned by an appropriate alignment medium. The
aim of such a partially aligned sample is to provide a measura-
ble “residual” component of the anisotropic parameter, while
retaining the favorable characteristics of isotropic samples in
solution. The degree of alignment, and hence the choice of
alignment medium, is therefore a critical factor. Although NMR
on partially aligned systems was introduced as long ago as
1963 by Saupe[1]—who also provided the general theory de-
scribing the observable effects in a remarkable manuscript
only one year later[2]—the measurement of anisotropic param-
eters has been limited to very small molecules until relatively
recently. Only with the discovery of alignment media that pro-
vide alignment weak enough to allow practical measurements
in larger molecules has the technique gained widespread use
in biological systems.[3,4]


In general, two methods for the partial orientation of mole-
cules without altering the molecule itself are of practical use:
the autoalignment of liquid crystalline phases in a magnetic
field and mechanically stretched polymer gels. In both cases,
the alignment media work as oriented molecular lattices that
partially align nonspherical molecules by steric and/or electro-
magnetic interactions. In aqueous solutions, a number of
liquid crystalline phases[5–7] and polymer gels[8,9] are reported
with weak alignment properties desirable for larger molecules.
In organic solvents, liquid-crystalline phases are constantly
being improved[10,11] but still do not allow the weak alignment
necessary for studies of even medium-sized organic molecules,


such as peptides. For these media, a workaround is provided
by variable-angle sample spinning[12] if a high-resolution
magic-angle spinning probe head is available. On the other
hand, stretched polymer-gel-based alignment media, as intro-
duced recently for apolar[13,14] and polar[15,16] organic solvents,
are easily scalable with respect to their alignment properties,
as they have no lower anisotropy limit. Among these polymer
gels, poly(dimethylsiloxane) cross-linked by accelerated elec-
trons and swollen in apolar organic solvents has the most in-
teresting NMR properties, as it shows only a single 1H NMR
signal at �0.1 ppm and therefore interferes only minimally
with the signals of interest. In this article, we demonstrate the
usefulness of stretched poly(dimethylsiloxane) gels in the parti-
al alignment of a medium-sized organic molecules in apolar
solvent, using the example of Cyclosporin A (CsA) in chloro-
form.


By far the most commonly measured anisotropic parameter
is the residual dipolar coupling (RDC), which can be observed
via its contribution (D) to scalar coupling constants (J). As dipo-
lar coupling averages to zero in isotropic solutions, the RDC is
simply the difference in couplings measured in isotropic and


New developments concerning alignment media for apolar sol-
vents like chloroform make it possible to measure anisotropic pa-
rameters such as residual dipolar couplings (RDCs) at relatively
low concentrations and natural isotopic abundance. As RDCs
provide structural restraints with respect to an external coordi-
nate system, long-range structural arrangements of the time-
averaged structure can be determined with high precision. The
method is demonstrated on the well-studied cyclo-undecapeptide


Cyclosporin A (CsA), for which crystal and conventionally derived
NMR structures are available. Neither crystal nor NMR structure
are consistent with heteronuclear DCH RDCs measured in a
stretched poly(dimethylsiloxane) gel, and refinement by using the
anisotropic parameter results in a highly defined structure with a
slightly changed backbone conformation. The applied methods
and interpretation of the structural model are discussed.
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aligned media. For samples at
natural isotopic abundance, 1JHX


couplings are the most easily ob-
served due to the good sensitivi-
ty and high resolution of hetero-
nuclear correlation experiments.
RDCs have proved applicable to
the refinement of protein and
nucleic acid structures due to
their dependence on the orienta-
tion of the vector between the
coupled nuclei with the external
magnetic field. This provides in-
formation on the relative orien-
tation of structural elements
over practically unrestricted dis-
tances—even up to individual
domains or proteins within a
complex—that cannot be conferred by short-range NOE-de-
rived distance restraints. We have used the partially aligned
sample of CsA to measure 1JCH RDCs at natural abundance, and
show that they confer significant information for structural re-
finement, even in this medium-sized system.


CsA, the cyclic undecapeptide cyclo(-MeBmt1-Abu2-Sar3-
MeLeu4-Val5-MeLeu6-Ala7-d-Ala8-MeLeu9-MeLeu10-MeVal11-),
is an immunosuppressant drug widely used clinically to pre-
vent graft rejection in organ transplants. Its structure is well
examined; crystal structures are available of free CsA[17] and
several forms of CsA bound to Cyclophilin (CyP; e.g. , refs. [18–
20]), and a NOE-derived solution structure of CsA dissolved in
chloroform has previously been determined.[17,21, 22] In addition,
structural changes of CsA in other solvents such as THF, THF
with lithium chloride, and DMSO, as well as those of the close-
ly related thiocyclosporins have been studied in great
detail.[23–27] In chloroform and THF, CsA was found to have a
conformation very similar to the crystal structure of free CsA,[24]


with all sharing a common backbone conformation with a bII’
turn comprising residues 2–5 and an unconventional struc-
tured loop over residues 7–11. The RDC-refined structure of
CsA reported here retains this common conformation, while
showing considerable differences in overall structure from
both the currently available crystal and the NOE-based solution
structures.


Results and Discussion


RDC measurement


In this study we have used a PDMS-gel cross-linked by acceler-
ated electrons[14] to partially align a sample of Cyclosporin A in
chloroform in order to measure residual dipolar couplings.
Conventional sensitivity-enhanced coherence order-selective
13C,1H HSQC spectra acquired without heteronuclear decou-
pling in the directly detected dimension are shown for both
the partially aligned and isotropic samples in Figure 1. Most
1JCH coupling constants with the corresponding dipolar cou-
plings (DCH) could be measured from these spectra (see


Table 1). For exact measurement we used the procedure de-
scribed by Yan et al.[28] Altogether 35 DCH couplings in the
range of �22.3 to 27.9 Hz could be obtained.


Figure 1. Ha�Ca regions of the 13C,1H HSQC spectra recorded on CsA in A) CDCl3 and B) the PDMS/CDCl3 gel with-
out heteronuclear decoupling during acquisition. Slices along the dotted lines are shown for an impression of the
spectral quality. Residue assignment is given on the right-hand side.


Table 1. 1JCH and 1JCH+DCH couplings measured and DCH restraints used in
structure calculations for CsA in CDCl3 and a PDMS/CDCl3-gel with quad-
rupolar deuterium splitting of nQ=40.4 Hz.


Residue Coupling 1JCH [Hz] 1JCH+DCH [Hz] DCH Restraints


MeBmt1 NCH3 139.6 139.0 1.7[a]


CaHa 138.9 139.5 0.6
CbHb 142.8 127.2 �15.6
CdHdpro-S 124.2 114.6 �9.6
CdHdpro-R 126.6 125.4 �1.1


Abu2 CaHa 139.6 148.3 8.8
CbHbpro-S 128.7 135.6 6.9


Sar3 NCH3 139.3 139.2 0.6[a]


CaHapro-S 143.7 150.5 6.8
CaHapro-R 136.5 123.8 �12.6


MeLeu4 NCH3 138.6 137.8 2.2[a]


CaHa 136.1 136.4 0.3
CbHbpro-S 129.4 157.3 27.9
CbHbpro-R 126.1 119.8 �6.3
CgHg 126.3 151.0 24.7


Val5 CaHa 140.1 152.4 12.4
CbHb 130.9 140.2 9.3


MeLeu6 NCH3 139.2 137.4 5.4[a]


CaHa 141.1 146.6 5.6
CbHbpro-S 128.1 119.5 �8.6
CbHbpro-R 127.3 117.1 �10.2
CgHg 126.6 117.0 �9.6


Ala7 CaHa 138.6 140.0 1.4
Ala8 CaHa 142.1 158.9 16.8


CbHb 129.5 124.8 14.2[a]


MeLeu9 NCH3 139.3 142.6 10.0[a]


CaHa 139.1 118.0 �21.2
CbHbpro-S 129.6 109.5 �20.2
CbHbpro-R 125.1 139.3 14.2
CgHg 124.9 137.2 12.2


MeLeu10 CaHa 136.0 139.5 3.5
CbHbpro-S 128.8 106.5 �22.3
CbHbpro-R 125.8 113.7 �12.1
CgHg 126.6 105.0 �21.7


MeVal11 CaHa 140.5 148.7 8.2
CbHb 129.6 134.1 4.5


[a] Residual dipolar couplings of methyl groups are multiplied by �3.
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RDCs were then fitted to the existing crystal and the NOE-
derived NMR structures by using the program PALES.[29] In
both cases, a scattering of back-calculated versus measured
RDCs was obtained with poor overall correlations of R=0.586
and 0.543 for the crystal and NOE-derived structure, respec-
tively (Figure 2). We therefore conclude that neither one of the


structures represents the time-averaged structure present
inside the PDMS-gel. For side chains, the deviation of the DCH


couplings can be explained by the inherent flexibility in the
apolar solvent. For the backbone, however, it was previously
found that a single, well-defined conformation is present in
CDCl3.


[22] The correlations for the crystal and NOE-derived struc-
tures with only backbone RDCs considered improves to R=
0.900 and 0.628, respectively, but the deviations between mea-
sured and fitted RDCs are still large. We therefore decided to
use the measured RDCs for a structure refinement of CsA.


RDC-refined NMR structure


As only DCH couplings were measured, we decided to use the
susceptibility anisotropy (sani) implementation of XPLOR-NIH[30]


to incorporate RDCs as angular restraints with respect to an in-
troduced coordinate system representing the eigenvectors of
the alignment tensor. Starting from the NOE-derived structure,
a grid search for initial DA and DR values was performed and
double checked by using the program PALES. Since the imple-
mentation of the sani function in XPLOR-NIH is known to con-


verge slowly, considerable effort was put into testing various
procedures for including RDCs into structure calculations. The
best results were obtained by grouping RDCs in classes of
equivalent C,H vectors on the basis of assumed flexibility and
adding them successively to calculations, as described in the
Experimental Section. By using this protocol, a highly defined
set of structures could be obtained in which the best 10 out of
20 calculated structures showed a very small RMSD value of
only 0.12 N over all heavy atoms and in which all RDC re-
straints are very close to being fulfilled within experimental
error, as shown in Figure 3. The correlation between measured
and back-calculated RDCs is R=0.997 (Figure 3A and D). It is
worth noting that, in addition to RDC restraints, the structure
still fulfills all NOE-derived distance restraints used in the origi-
nal solution structure.


For comparison, the backbone of the lowest-energy RDC-re-
fined structure of CsA is shown in Figure 4, superimposed with
the crystal and NOE-derived structures over the well-defined
bII’ turn spanning residues 2–5 (Figure 4A) and over residues
7–9 (Figure 4B). The difference in backbone planarity is imme-
diately obvious and explains the poor correlation of experi-
mental versus back-calculated RDCs in the crystal and NOE-de-
rived structures. While the crystal structure appears to be flat-
tened, presumably due to crystal packing effects, the NOE-de-
rived structure shows a slight bend in the backbone around
residues 11–1 and 6–7. In the RDC-refined structure, however,
this bend appears to be significantly stronger, caused by the
sum of slight changes in backbone angles of residues 6–11.
This clearly indicates that the short-distance NOE-derived re-
straints alone do not confer this long-range conformational
arrangement.


Side-chain conformations


As previously examined by 3JHH coupling constants as indica-
tors for c1 and c2 angles,[31] the side chains of CsA in chloro-
form are most likely averaged over several conformations. In
the RDC-refined structures, the side chains are all well defined,
and practically no variation of dihedral angles is observed.
However, the dynamic behavior of the CsA side chains is also
visible in the structure, since the hydrophobic tails all point
straight into the solvent—a behavior typical of an average
structure for flexible parts of a molecule in an apolar solvent.
In Figure 5, the differences of the side chains for the three dif-
ferent structures—crystal, NOE-derived, and RDC-refined struc-
tures—are displayed. While side chains are folded back due to
crystal packing in the first case, they are oriented differently in
the NOE-derived structure, with a low number of defining dis-
tance constraints. In the RDC-refined structure, a large number
of RDCs fixes the side chains in space with all hydrophobic
side chains pointing more or less into the solvent.


It is clear that the structure presented here is over-re-
strained, that is, that the variability within the ensemble is
much lower than the expected conformational flexibility in so-
lution, especially for the side chains. The result must therefore
be viewed as a picture of the time-averaged structure in solu-
tion. This, in fact, is the case for all structures determined in


Figure 2. Experimental versus back-calculated DCH couplings for A) the crys-
tal structure[17] and B) the NOE-derived NMR structure[22] of CsA. The correla-
tion factors R indicate a poor correlation for both structural models. RDCs
were back-calculated by using the program PALES[29] with the bestFit option.
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solution, although rarely as precise and well-resolved as here.
For a more complete structural model, additional data on local
flexibility would be highly desirable.


A quantitative evaluation of the dynamical behavior of CsA
side chains is not possible with only one set of RDCs measured
in a single alignment medium. Each motionally averaged angle
of interatomic vectors with the magnetic field is only defined


on the distorted cone described by the alignment tensor. In
the case that only a single alignment tensor is available, too
few parameters are known to adequately define any structural
information regarding an ensemble of conformations. Howev-
er, the situation might change considerably if RDCs for a larger
set of alignment media, such as stretched PS-gels, PVAc-gels,
PBLG, PELG, or others, were used to measure further sets of
RDCs.


Structural influence of PDMS and general remarks


When measuring RDCs in an alignment medium, one always
has to be aware that the gel or liquid crystal works as a cosol-
vent and might influence the structure of the solute to some
extent (as was shown previously for oligosaccharides in liquid-
crystalline alignment media[32]). In such a case, measured RDCs
might be inaccurate because structural changes will also affect
the size of the underlying scalar couplings. Apolar PDMS
leaves no functional group exposed to the solvent that could
specifically interact with the solute, so the probability of struc-
tural changes due to the gel is minimized. In the case of CsA
in chloroform and the PDMS/chloroform gel, we compared the
1H and 13C chemical shifts of all relevant cross peaks and found
only very minor deviations, which are generally less than
0.3 ppm for carbon atoms and less than 0.07 ppm for protons
(cf. Table S1 in the Supporting Information). Taking into ac-
count that chemical-shift changes are expected due to residual
chemical-shift anisotropy (RCSA), potential structural changes
can be considered to be of minor importance. This is some-
what surprising for CsA, since this molecule is known to have a
variety of conformations in different solvents.


Within the program PALES, it is possible to predict the align-
ment tensor from a given structure based on a rod model for
the stretched polymer gel. For a rigid spiroindene molecule,
the agreement between predicted and experimentally deter-
mined RDCs is very good and results in a correlation factor of
R=0.983.[14] In contrast, the prediction for CsA with the crystal,
lowest energy NOE-derived, and RDC-refined structural models
yield correlation factors calculated for all 35 RDCs of R=0.25,
�0.24, and 0.32, respectively. Predictions from DCaHa couplings
only resulted in correlation factors of R=0.41, �0.3, and 0.73,
respectively. The poor correlations for CsA can easily be ex-
plained by the flexibility of the shape-determining side chains.
A prediction that only makes use of a single structural model
and not an ensemble of structures covering the whole confor-
mational space of CsA must, of course, fail.


The RDC-supported structure calculations of CsA from a pro-
tocol as described above lead to a well-defined time-averaged
structure. Several other protocols, however, failed to produce
low-energy structures that obey the imposed restraints. Struc-
ture calculations based on measured RDCs alone resulted in
strongly distorted structures of high energy, and neither did
calculations starting from the NOE-derived structure with dis-
tance restraints and all RDCs added at once arrive at suitable
structures. This can only be explained by the slow convergence
of the sani implementation of RDCs in XPLOR-NIH, which
seems to be responsible for structure calculations getting


Figure 3. A) Experimental versus back-calculated DCH couplings for the RDC-
refined structural model of CsA, and B)–D) visualization of the differences for
various models. The correlation factor R=0.997 of the RDC-refined structure
represents the fact that all RDCs are very close to the experimental error (A,
D, blue). The crystal structure (B, light red) and the NOE-derived structure
(C, green) display strong deviations of experimental versus back-calculated
RDCs (cf. Figure 1) all over the molecule. The color coding is given below
with yellow indicating deviations of less than 1 Hz and “hotter” colors indi-
cating stronger deviations.
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stuck in local minima. On the other hand, we tested the influ-
ence of initial DA and DR values on the structure refinement.
We deliberately miss-set the alignment-tensor parameters by
up to �30% from the determined values for calculations. In
all cases, the structures and alignment tensors finally obtained


were practically identical to re-
sults obtained with the correct
DA and DR values.


We also tried to determine a
structure solely based on experi-
mentally determined residual di-
polar couplings. Unfortunately,
the relatively few RDCs mea-
sured were not sufficient to fully
define the structure of CsA. This
situation might change if RDCs
from different alignment media
or further long-range DCH or DHH


couplings were measured. How-
ever, at the concentration of CsA
used in this study, barely any
other known alignment medium
can be used, and methods to
measure long-range DCH and DHH


couplings at natural abundance
are scarcely feasible.


Conclusion


In this article we have shown that a stretched PDMS gel cross-
linked by accelerated electrons and swollen in CDCl3 can be
used to measure DCH RDCs at solute concentrations of �5 mm


at natural isotopic abundance. RDCs were measured for the
well-studied cyclic undecapeptide Cyclosporin A and used for
structure refinement. In contrast to the crystal structure and
the previously reported NOE-derived structure, the resulting
structure both explains the observed RDCs and fulfills the ex-
isting NOE restraints. The RDC-refined structure reveals a signif-
icant bend in the backbone, whilst side chains point into the
solvent, as expected for averaged flexible parts of a molecule
in apolar solvent. The potential impact of RDCs as angular
structural restraints relative to an external coordinate system
on the precision of structural models of the time-averaged
conformation in solution has been demonstrated. The possibili-
ty of measuring RDCs at natural abundance in a variety of sol-
vents opens up a wide range of future applications.


Experimental Section


Sample preparation : CsA (cyclo(-MeBmt1-Abu2-Sar3-MeLeu4-Val5-
MeLeu6-Ala7-d-Ala8-MeLeu9-MeLeu10-MeVal11)) was purchased
from Fluka. For resonance assignment and measurement of J cou-
plings in isotropic solution, the peptide was dissolved in CDCl3 to a
final concentration of 8.3 mm. The aligned sample was prepared
from cross-linked poly(dimethylsiloxane) gel (PDMS, diameter=
3.6 mm, cross-linked with 100 kGy of accelerated electrons),[14]


which was equilibrated in CDCl3 (700 mL) in a NMR tube for several
days. After 1 week, the sample showed a constant quadrupolar
deuterium splitting of the solvent of DnQ=40.4 Hz. Supernatant
solvent was removed, and stock solution of CsA in CDCl3 was
added to a final concentration of approximately 5.8 mm in the gel.
The sample could be analyzed after 2 days of incubation.


Figure 4. Stereoviews of the backbones of the crystal structure (red), the NOE-derived NMR structure (green), and
the RDC-refined structure (blue) superimposed onto the highly defined bII’ turn comprising A) residues 2–5 and
B) residues 7–9.


Figure 5. A) Crystal structure, B) NOE-derived structure, and C) RDC-refined
structure of CsA displayed to highlight differences in side-chain conforma-
tions. While side chains in the crystal structure are compacted, most likely
due to crystal packing artifacts, NOE-derived and RDC-refined structures
show similar side-chain behavior, with side chains in the RDC-refined struc-
ture slightly more exposed to the solvent.
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NMR spectroscopy : All NMR spectra were recorded at 285 K on a
600 MHz Bruker DMX spectrometer (Bruker, Karlsruhe, Germany)
equipped with a quadruple-resonance probe head with actively
shielded x-, y-, and z-gradients. All spectra were processed by
using XWINNMR (Bruker) and analyzed with either XWINNMR or
SPARKY.[33,34]


Resonance assignments were obtained from standard
1H TOCSY,[35,36] 13C,1H HSQC,[37–39] 13C,1H HMBC,[40] and 1H ROESY[41,42]


spectra. Stereospecific assignments of the prochiral methylene and
methyl groups were derived from the ROESY spectrum, which was
acquired by using a pulsed spin-lock with a mixing time of 150 ms.
1JCH couplings in isotropic and anisotropic solution were deter-
mined from standard two-dimensional 13C,1H HSQC spectra without
decoupling during acquisition. The spectrum of the unaligned
sample was recorded with 24 scans per increment. The spectral
widths for 1H and 13C were 5513 Hz and 12078 Hz, sampled with
2048 and 512 complex points, respectively. The spectrum of the
aligned sample was recorded with 96 scans per increment. The
spectral widths for 1H and 13C were 6009 Hz and 15098 Hz, sam-
pled with 4096 and 384 complex points, respectively. Linear predic-
tion was applied to fill the indirect dimensions to 756 and 512
complex points for the isotropic and aligned samples, respectively.
All dimensions were apodized with a p/2-shifted squared sine-bell
function before zero filling to provide a processed spectrum of
4096Q2048 complex points. RDCs were extracted from the spectra
by using the procedure described in detail in ref. [28] . Altogether
35 reliable DCH residual dipolar couplings with an estimated error
of 1 Hz could be measured for nonoverlapped signals.


Structure calculations : Structure calculations were performed by
applying standard simulated annealing protocols implemented in
the program XPLOR-NIH 2.9.9[30] optimized for proteins and pep-
tides. For calculations, the artificial amino acids of CsA were built
by using the program INSIGHT II (MSI) and appropriate topology
and parameter files were obtained from the parameter learn func-
tion of XPLOR-NIH.


Initially, the NOE-based structure published by Kessler et al.[22] was
reproduced, as the structure was not available electronically. Start-
ing from a randomized structure, calculations were performed by
using 114 NOE-derived distance restraints, as listed in ref. [22] four
hydrogen bonds treated as pseudocovalent bonds,[44] and two
side-chain dihedral restraints.[22] For distance restraints, lower and
upper bounds of 5% and 10% of the extracted distance were
applied, respectively; 1 N was added to the upper boundary for
methyl moieties. 20 structures were calculated; this resulted in
eight structures of comparable energies occupying the same con-
formational space. The structure calculation was then repeated
with the former lowest-energy structure as the starting structure.
Again, 20 structures were generated, of which the best 17 struc-
tures showed comparable energy of 102.8�4.9 kJmol�1 and highly
similar conformations. Further repetition of the procedure did not
decrease the overall energy. The best structures were then subject-
ed to a final refinement in which the force constant specifying
peptide-bond planarity was relaxed from 500 to 50 kJ rad�1 to
allow slight deviations from planarity. The 20 resulting structures
all showed similar energies (63.6�3.4 kJmol�1) and occupied the
same conformational space. As a test, calculations were also made
by using the crystal structure as a starting point; these resulted in
the same final conformation. The calculated structures had no re-
straint violations, and optical comparison with the published NOE-
derived structure showed no obvious deviations.


For calculations, including RDCs, the lowest-energy structure with-
out refinement was used as starting structure. The initial values for
the axial and rhombic components[2] of the alignment tensor (DA=
�19.2 and DR=0.55) were extracted by a grid search script imple-
mented in XPLOR by using the formula for the alignment tensor
DCH=DA(3cos2#�1)+DR


3=2 sin2#cos2f. The sani potential was used
for RDCs, which treats dipolar couplings as angular restraints.[30] By
using this protocol, RDCs determined from methyl groups can be
included as pseudo CH groups pointing in the direction of the cor-
responding C�C or C�N bonds, if the value of the DCH coupling is
multiplied by �3 (see e.g. ref. [45]). All 35 RDCs (see below) togeth-
er with the existing distance and dihedral restraints were used in
calculations. The RDCs were divided into five classes and added
successively to the calculations. The first class included eleven out
of twelve CaHa couplings, the second class included one out of
two Cb-methyl couplings and five out of seven N-methyl-couplings,
the third class twelve out of 13 CbHb couplings, the fourth all four
CgHg couplings, and the fifth the two CdHd couplings from the
MeBmt residue. During each calculation, 20 structures were gener-
ated and subsequently sorted by their total energy. The structure
with the lowest energy was used both as the starting structure
and to determine the alignment tensor (with PALES[29]) for the next
run. After incorporation of all sets of RDCs, the resulting 20 struc-
tures were subjected to the same refinement protocol as was used
for the calculation of the NOE-based structures.
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Microsecond Protein Dynamics Measured by
13Ca Rotating-Frame Spin Relaxation
Patrik Lundstrçm and Mikael Akke*[a]


Introduction


The intramolecular dynamics of biomolecules are intimately
connected to their biological function. In addition to the time-
averaged structure, the conformational dynamics around the
mean atomic positions and transitions between distinct sub-
states are critically important for a complete description of bio-
molecular function. Dynamics on different timescales have dif-
ferent biological significance. For example, motions on the
picosecond-to-nanosecond timescale can make significant en-
tropic contributions to the free energy,[1–3] while slower events
in the microsecond-to-millisecond range are important for
processes such as enzymatic catalysis[4,5] or ligand binding and
allosteric regulation.[6–9] NMR spin-relaxation experiments are
uniquely suited for the characterization of intramolecular dy-
namics of small-to-medium-sized biomolecules in solution,
since they provides a means to monitor dynamics at virtually
every atomic position in the molecule. Slow dynamics can be
characterized by Carr–Purcell–Meiboom–Gill (CPMG) or rotat-
ing-frame spin-lock (R11) relaxation experiments.[10] In both
classes of experiments, conformational (chemical) exchange is
manifested as dispersion in the transverse-relaxation rate as a
function of the applied radio frequency (RF) effective field
strength.[10] Typically, R11 is the method of choice for studying
exchange processes on timescales in the order of 100 ms or
shorter, which are normally not accessible by CPMG experi-
ments due to limits on the achievable effective fields. Ex-
change rates, populations, and the chemical-shift difference
between the exchanging states can be extracted by fitting
model functions to the relaxation dispersion profile.[9, 10] In
cases in which the exchange rate is fast on the chemical-shift
timescale, the extracted parameters comprise the exchange
rate and the product of the populations and chemical-shift dif-
ference (see Experimental Section for details). In principle, the
chemical-shift difference can be interpreted in structural terms,
although this is rarely straightforward unless suitable reference


states exist.[6, 11–15] Since the chemical shifts of different types of
nuclei depend on different conformational parameters,[16,17] a
more complete picture of the underlying motions can be ob-
tained by monitoring relaxation dispersions of multiple nuclei
(e.g. , 1H, 13C, 15N).[18–20] The majority of reports published to
date have utilized 15N to probe microsecond-to-millisecond
motions of the protein backbone, while a limited number of
studies have been performed on the amide 1H,[18,20,21] carbonyl
13C,[22,23] and methyl 13C spins.[24] The 15N chemical shift is an in-
tricate function of several conformational parameters, includ-
ing local backbone y(i�1), f(i), and y(i) dihedral angles, side
chain c1(i�1) and c1(i) dihedral angles, and hydrogen bond-
ing.[17,25] Likewise, the amide 1H chemical shift is governed by
the combined effects of local secondary structure, hydrogen
bonding, and long-range ring-current interactions.[16] In con-
trast, the 13C’ and 13Ca chemical shifts depend primarily on the
local f(i) and y(i) angles.[17] The average root-mean-square
(rms) deviation from the mean of the 13Ca chemical shift varies
between 1.34 ppm (for Gly) and 3.44 ppm (for Cys), as gauged
from the BioMagResBank (www.bmrb.wisc.edu). Converted to
frequency units, this is comparable to the shift differences ob-
served for 15N; this implies that dihedral-angle fluctuations on
the ms–ms timescale should be amenable to study by 13Ca re-
laxation dispersion experiments. Given the clear dependence
of the 13Ca chemical shift on the (f, y) dihedral angles, 13Ca R11
experiments are particularly powerful for studying fast folding
events, such as helix formation, as reported previously for sam-
ples specifically labeled with 13C in the a-position.[26] Pioneer-
ing work by Yamazaki et al. has shown that accurate measure-


[a] P. Lundstrçm, Prof. M. Akke
Department of Biophysical Chemistry, Lund University
P.O.Box 124, 22100 Lund (Sweden)
Fax: (+46)46-222-4543
E-mail : mikael.akke@bpc.lu.se


NMR spin relaxation in the rotating frame (R11) is a unique
method for atomic-resolution characterization of conformational
(chemical) exchange processes occurring on the microsecond
timescale. We present a rotating-frame 13Ca relaxation dispersion
experiment for measuring conformational dynamics in uniformly
13C-labeled proteins. The experiment was validated by using the
E140Q mutant of the C-terminal fragment of calmodulin, which
exhibits significant conformational exchange between two major
conformations, as gauged from previous 15N and 1H relaxation
studies. Consistent with previous work, the present 13Ca R11 ex-


periment detects conformational-exchange dynamics throughout
the protein. The average correlation time of htexi=25�8 ms is in
excellent agreement with those determined previously from 1H
and 15N R11 relaxation data: htexi=19�7 and 21�3 ms, respec-
tively. The extracted chemical-shift differences between the ex-
changing states reveal significant fluctuations in dihedral angles
within single regions of Ramachandran f–y space, that were
not identified from the 1H and 15N relaxation data. The present
results underscore the advantage of using several types of nuclei
to probe exchange dynamics in biomolecules.
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ment of R11 can also be attained for uniformly 13C-labeled pro-
teins.[27] However, to the best of our knowledge, the full poten-
tial of 13Ca R11 dispersion experiments for characterizing confor-
mational exchange in uniformly 13C-labeled proteins has not
been demonstrated previously.


In this paper, we present an approach for measuring 13Ca


on- and off-resonance R11 rates that yield exchange rates and
estimated chemical-shift differences. The pulse sequence was
validated by using the E140Q mutant of the C-terminal frag-
ment (Tr2C; Mr=8 kDa) of calmodulin (CaM) and benchmarked
against previous results obtained from 15N and 1H R11 experi-
ments.[11,20] The calcium-saturated state of E140Q–Tr2C ex-
changes between conformations that resemble the closed
(apo) and open (calcium-saturated) states of the wild-type
domain (wt-Tr2C), as gauged from the 1H/15N chemical shifts
and pattern of NOESY cross peaks.[11,28, 29] The conformational
changes between apo and calcium-saturated wt-Tr2C include
extensive repacking of the hydrophobic core, changes in side-
chain dihedral angles, reorientations of the a-helices, and ex-
posure of a hydrophobic surface, but no significant change in
secondary structure.[30–33] This conformational switch is essen-
tial for target recognition of a large number of proteins by
CaM.[34,35] Previous 15N relaxation dispersion experiments yield-
ed an exchange correlation time of tex=21 ms at 28 8C, and fur-
ther suggested that the two dominating populations are ap-
proximately equal.[11] The exchange correlation time matches
approximately with the inverse of the calcium dissociation rate
from wild-type CaM; this suggests that ion release is gated by
conformational changes in the protein.[11] In addition to provid-
ing insights into the molecular basis for the biological function
of calmodulin, studies on E140Q–Tr2C also provide valuable
biophysical data on large-scale conformational transitions be-
tween different native states, and serve as a test bed for devel-
oping relaxation dispersion methods that target microsecond
timescale dynamics.


Results and Discussion


We designed an experiment for measuring on- and off-reso-
nance R11 decay rates of 13Ca spin magnetizations in uniformly
13C-labeled proteins. A representative 1H,13C correlation spec-
trum of E140Q–Tr2C, obtained by using a relaxation delay of
tSL=40 ms, is shown in Figure 1. As observed, the spectral res-
olution in the 13Ca region is satisfactory for a protein of this
size. We analyzed 50 out of the 73 residues of E140Q–Tr2C.
Residues that were not analyzed suffered from either extensive
line broadening (F89, I125, D133, Y138), severe spectral overlap
with other residues (R106/E139, M124/R126, Q140/M144, E82/
E120/E123), or with residual intensity from the solvent (D80,
N97, L116, N137). In addition, all five glycines (G96, G98, G113,
G132, G134) were excluded from the analysis, because optimal
magnetization transfer cannot be achieved simultaneously for
spin systems with one or two attached protons.[36]


R11 decay curves


The strong scalar couplings and similar chemical shifts among
aliphatic 13C spins, between 13Ca and 13C’, and between neigh-
boring 13Ca spins can cause detrimental magnetization transfer
due to Hartmann–Hahn matching throughout the coupled net-
work of 13C spins.[37] Provided that the spin-lock fields are cali-
brated accurately and that all resonances are assigned, Hart-
mann–Hahn matching conditions can be identified from Equa-
tion (5) to exclude any data points that are subject to signifi-
cant magnetization transfer. In the present application, in
which the spin-lock carrier is positioned in the middle of or
downfield from the 13Ca region, problems are mainly due to
Hartmann–Hahn transfer through the one-bond (1JCC=55 Hz)
to the 13C’ spins of the backbone, and three-bond (3JCC=5 Hz)
couplings to neighboring 13Ca spins and 13C’ in Glu/Gln side
chains. The large one-bond coupling constant renders Hart-
mann–Hahn transfer active even for relatively large differences
in resonance frequencies (“mismatching”) between the cou-
pled spins. Additional problems can be anticipated for Ser and
Thr, since their 13Cb resonates in the same spectral region as
13Ca.


Representative decay curves are shown in Figure 2. The
large majority of decays are well represented by monoexpo-
nential functions, as exemplified for S81 at nominal spin-lock
carrier offsets of 8000 and 4000 Hz (Figure 2A, B), but for a
subset of spin-lock parameters (q, weff) some residues have
decays that are convoluted with the Hartmann–Hahn transfer
function, as exemplified for S81 with the spin-lock carrier on
resonance (Figure 2C; see also Equation (5)). Our criterion
based on Equation (5) correctly pinpointed all such R11(q, weff)


Figure 1. Representative R11 spectrum obtained with a relaxation delay of
40 ms. 1H,13C correlations are observed for all carbons with an odd number
of protons attached, while glycine residues are rejected. Folded peaks of op-
posite phase are marked with arrows and represent side-chain carbons that
are covalently connected to an even number of aliphatic 13C spins. The
lowest contour is plotted above the noise level.
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data points (open symbols in Figure 3C, below), which were
excluded from the relaxation dispersion data sets prior to fit-
ting exchange parameters. On average, five R11(q, weff) data
points were excluded from the relaxation dispersion curve in
the case of Thr and Ser residues, and one data point (in many
cases zero) in the case of all other amino acid residues. In
agreement with our predictions, there are no signs of multi-
exponential decays arising from dipolar cross-relaxation with
the 13C’ spin (cf. Theory and experimental design).


Relaxation dispersion curves


Figure 3 shows representative relaxation dispersion curves,
plotted either as R11 versus q (A–D), or R2 versus weff/2p (E–H).
Quantitative analyses involving F tests were performed to de-
termine whether a given residue was best represented by a


four-parameter model including conformational exchange (R1,
R2,0, tex, fex), or a two-parameter model excluding exchange
(R1, R2,0) ; p<0.05 was considered significant. Figure 3B–D and
F–H exemplify relaxation dispersion curves for residues with
significant exchange, as evidenced by the clearly decaying pro-
files in panels F–H. For comparison, Figure 3A and E exemplify
relaxation dispersion curves for a residue without exchange,
which has a flat profile in E. Conformational exchange was
identified for 33 residues. The fraction of residues showing ex-
change (45%) is on par with the numbers obtained from the
15N and 1H R11 experiments.[11,20] The reduced c2 values of the
fits range between 0.2–8.5, with an average of 1.2; this indi-
cates that the relaxation dispersion curves are well represented
by the selected models.


Laboratory-frame relaxation rates


The weighted average values of R1 and R2,0 are hR1i=2.6�
0.3 s�1 and hR2,0i=10�4 s�1, when the average is taken over
all residues. On restricting the average to include only residues
located in a-helices and the Ca2+-binding loops, the values
become hR1i=2.5�0.1 s�1 and hR2,0i=16�3 s�1. These num-
bers agree well with the rates expected for a protein with an
isotropic rotational diffusion time constant of tc=4.2 ns and
an order parameter of S2=0.8: R1=2.6 s�1 and R2,0=17 s�1. The
good agreement between the calculated and experimentally
determined laboratory-frame relaxation rates further indicates
that the 13Ca R11 method is robust. The relatively large standard
deviations are due to variation across the protein in fluctuation
amplitudes on the picosecond-to-nanosecond timescale, with
the helices and Ca2+-binding loops having significantly lower
mobility than the linker loop and N and C termini ; these re-
sults are perfectly consistent with previous results from 15N lab-
oratory-frame relaxation.[29]


Exchange correlation times, tex


Figure 4A shows the optimized exchange correlation times, tex,
for all residues with significant exchange contributions to R2.
As expected for a global process, tex exhibits limited variation
across the protein. The weighted-average exchange correlation
time is htexi=25�8 ms, in excellent agreement with the previ-
ously determined values of 21�3 and 19�7 ms from 15N and
1H R11 experiments, respectively.[11,20] The apparent site-to-site
variability in tex is 13 ms, compared with 3 ms for 15N.[11] Global
optimization of tex against the relaxation dispersion curves of
all residues exhibiting exchange yields tex=27�1 ms.


Populations and chemical-shift differences, fex


Figure 4B shows the fitted parameter fex, which carries infor-
mation on the relative populations of the exchanging confor-
mations and the chemical-shift difference between them:
fex


1/2= (pApB)
1/2Dw. As observed, fex ranges between (0.6–6.0)M


105 s�2. Given a global two-state exchange model, the variation
in fex


1/2 corresponds to the variation in residue-specific chemi-
cal-shift differences. As mentioned above, 13Ca chemical shifts


Figure 2. Decay rates for residue S81 at offsets of W=7934 Hz (A), 3974 Hz
(B), and �26 Hz (C) at a spin-lock field strength of gB1/2p=2572 Hz. The line
represents the best fit to a monoexponential decay. The estimated errors in
intensity are approximately the same size as the symbols. Significant effects
from Hartmann–Hahn matching are evident in C.
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depend strongly on the f and
y dihedral angles. All of the
twenty different types of amino
acid residue show the same de-
pendence on f and y in that
the chemical shift decreases
upon going from a-helical,
through random coil, to b-
strand conformation. Previous
work on E140Q–Tr2C has indi-
cated that the exchanging
populations are nearly
equal.[11,20,29, 38] Hence, the chem-
ical-shift differences can be ob-
tained as Dw=2fex


1/2, or Ddex=


2fex
1/2/gCB0 in units of ppm. The


weighted average thus ob-
tained for E140Q–Tr2C is
hDdexi=1.3�0.4 ppm, with in-
dividual shift differences cover-
ing the range from 0.6 to
1.9 ppm. Global optimization of
tex results in residue-specific
Ddex values that differ by 27%,
on average, from those ob-
tained for the residue-specific
fits of tex (data not shown).
These values can be compared
to the maximum secondary
shifts of approximately +4 ppm
for a-helices and �4 ppm for b-
sheets in Tr2C. Another point of
reference is the 2.2 ppm aver-
age rms deviation from the
mean for 13Ca chemical shifts in
the BioMagResBank (see above).
Clearly, the extracted Ddex


values are physically reasonable,
and their absolute magnitudes
suggest that the conformational
fluctuations correspond to ex-
cursions within a single region
of the Ramachandran diagram,
that is, there is no evidence of
large-scale transitions between
either a-helical or b-sheet con-
formations and random coil.
However, the extracted shift dif-
ferences agree poorly with
those expected from the wild-
type chemical shifts of the apo
and Ca2+-loaded states, Ddwt,
which are very small ; the rms
difference between Ddex and
Ddwt is 1.3 ppm, with Ddex gen-
erally being larger than Ddwt.
This observation is in contrast


Figure 3. Representative 13Ca R11 relaxation dispersion curves. A)–D) R11 plotted as a function of the tilt angle, q.
*: data recorded with w1/2p=2572 Hz and different nominal spin-lock carrier offsets (W/2p) from the midpoint
of the spectrum, covering the range from �0.5 to 20 kHz. *: data that are subject to Hartmann–Hahn matching
conditions, cf. Equation (5). E)–H) R2 plotted as a function of the effective field strength, weff/2p. R2 was calculated
from the R11 data: R2=R11/sin


2q�R1/tan2q. The full line represents the best-fit model, which comprises four param-
eters (including conformational exchange) in the case of residues E83 (panels B, F), S101 (C, G), and Q143 (D, H)
and two parameters (without exchange) for M76 (A, E). Note that the vertical scale is different in E. For clarity, on-
resonance R11 values obtained with varying B1 field strengths were omitted from these plots.
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with previous results from 15N experiments, for which good
agreement was generally obtained between Ddex and Ddwt.


[11]


The variation in Ddex across E140Q–Tr2C indicates that certain
regions experience significantly larger conformational changes
than others (Figure 4B). Notably, a segment of helix E and all
of helix F appear to undergo larger changes in chemical shifts
than the other helices. ANOVA analyses[39] indicate that Ddex


varies significantly between helices (p=0.0057). Furthermore,
multiple comparison ANOVA by using Tukey’s method shows
that helix F has significantly larger Ddex than the other three
helices (at level a=0.05), which are not significantly different
from one another. Interestingly, both the 15N R11 and 15N,1H
multiple-quantum relaxation rates of residues in helix F agree
relatively poorly with the model predicting exchange exclu-
sively between wild-type-like conformations.[11,38] However, the
discrepancies between Ddex and Ddwt are much more promi-
nent in the 13C data than in the 15N or 1H data. Apparently, the
exchange in E140Q–Tr2C involves larger fluctuations in back-
bone dihedral angles than expected from the simple open–
closed model, in which the secondary-structure elements


remain essentially intact. The increased chemical-shift differen-
ces observed for helix F suggest that it samples partially frayed
conformations.


Conclusion


The 13Ca off-resonance R11 experiment presented here signifi-
cantly extends the timescale of exchange dynamics that can
be studied by using 13C, compared to previously described
CPMG approaches. By using on-resonance spin-lock field
strengths of 2500 Hz, it is possible to sample the dispersion
profile beyond the inflection point for exchange correlation
times in the order of 70 ms. By including off-resonance R11
data, we reliably quantitated conformational exchange with
tex<30 ms. This is in contrast to the case for 15N, in which addi-
tional laboratory-frame relaxation data are required to deter-
mine the exchange parameters’ reliably.


The different dependencies of 13Ca, 15N, and 1H chemical
shifts on conformational parameters—such as backbone and
side-chain dihedral angles, hydrogen bonds, long-range ring-
currents, and electrostatic interactions—provide highly com-
plementary information on the structure of the exchanging
states. The present results underscore the advantage of using
several types of nuclei to probe exchange dynamics in bio-
molecules.


Experimental Section


Theory and experimental design : The rotating-frame autorelaxa-
tion rate is given by:[9,40]


R1p ¼ R1 cos
2q þ ðR2,0þRexÞsin2q ð1Þ


Here R1 is the longitudinal relaxation rate, R2,0 and Rex are the ex-
change-free and exchange contributions to the transverse relaxa-
tion rate, respectively, q=arctan(w1/W) is the tilt angle between
the static magnetic field and the RF field w1, and W is the reso-
nance offset from the carrier frequency. For 13Ca, the auto-relaxa-
tion rates R1 and R2,0 are dominated by the dipolar interaction with
the attached proton, but also depend on the chemical-shift aniso-
tropy as shown by the following expressions:


R1 ¼ ðd2=4Þð3JðwCÞ þ 6JðwHþwCÞ þ JðwH�wCÞÞ þ c2JðwCÞ ð2Þ


R2,0 ¼ ðd2=8Þð4Jð0Þ þ 3JðwCÞ þ 6JðwHÞ þ 6JðwHþwCÞ
þ JðwH�wCÞÞ þ ðc2=6Þð4Jð0Þ þ 3JðwCÞÞ


ð3Þ


Here d=�hm0gCgHhr�3i/4p is the strength of the dipolar interaction
between 13Ca and 1Ha, c=gCB0DsC/3


1/2 is the strength of the inter-
action between the 13Ca magnetic dipole and the anisotropic local
field due to chemical shielding, J(w)=2/5MS2tc/(1+w2t2c) is the
spectral density function, S2 is the square of the generalized order
parameter,[41,42] tc is the correlation time of overall rotational diffu-
sion, �h is Planck’s constant divided by 2p, gi is the gyromagnetic
ratio of spin i, r is the distance between the 1Ha and 13Ca nuclei, B0
is the static magnetic-field strength, and DsC is the chemical-
shielding anisotropy of 13Ca. In principle, cross-relaxation with the
13C’ spin renders the 13Ca rotating-frame relaxation multiexponen-
tial. However, calculations indicate that this effect introduces less
than 1% error into the extracted R11 values, thus indicating that it
can safely be neglected.


Figure 4. The fitted exchange parameters A) tex and B) fex plotted against
residue number. The secondary-structure elements and calcium-binding
loops are indicated above the graph.
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Rex arises from stochastic modulation of the isotropic chemical shift
due to motions slower than overall rotational diffusion. The func-
tional form of Rex depends primarily on the ratio between the rate
of exchange, kex=1/tex, and the chemical-shift difference between
the exchanging states, Dw.[9,10] For fast conformational exchange
(kex/Dw@1) between two states A and B, Rex is given by:[43,44]


Rex ¼
fextex


1þw2
1 t


2
ex


ð4Þ


Here fex=pApBDw
2, pA and pB are the populations of the substates,


and weff= (w2
1+W2)1/2 is the effective field strength of the spin-lock.


By performing experiments at different effective fields, it is thus
possible to determine the parameters tex and fex.


The large scalar couplings to C’ and Cb of 55 and 35 Hz, respective-
ly, is a serious concern in the present R11 experiments. In contrast
to CPMG-type experiments, R11 measurements do not suffer from
COSY-type transfer to scalar coupled spins.[21,24] However, in the
presence of a spin-lock field, homonuclear Hartmann–Hahn match-
ing can be realized for certain tilt angles and effective fields;[37] this
complicates the extraction of reliable relaxation rates.[22] The Hart-
mann–Hahn transfer function between two scalar coupled spins, I
and S, is given by:[45]


FHH ¼ 1
1þðD=JeffÞ


sin2ðDtSL=2Þ ¼ AHH sin
2ðDtSL=2Þ ð5Þ


Here AHH is the amplitude of the transfer function, D= (D2+Jeff
2)1/2,


D=weff,I�weff,S is the mismatch, weff,i is the effective field strength
experienced by spin i, Jeff= J[1+cos(qI�qS)]/2 is the effective cou-
pling constant, J is the scalar coupling constant, and tSL is the
mixing time. Given the parameters of the present continuous-wave
spin-lock experiments (see below), Hartmann–Hahn transfer is
highly efficient for certain combinations of tilt angles and effective
fields, and it is crucial to exclude these data points from the analy-
sis. We excluded any R11(q, weff) data points for which AHH>0.01.


Glycine residues cannot be analyzed in the case of non-deuterated
samples, since cross correlation between the two dipolar C�H in-
teractions leads to multiexponential decays, and since the present
pulse sequence rejects signals from 13C-H2 spin systems. By con-
trast, it would be straightforward to measure R11 for 13Ca of Gly res-
idues in partially deuterated samples, because the selected 13C-H-D
spin system does not suffer from dipolar cross correlation. By using
this approach it is possible, in principle, to measure R11 of virtually
any CHD or CHD2 group in a protein, although Hartmann–Hahn
matching is expected to pose severe restraints on the values of q
and weff that can be used for a given methylene or methyl group.
It should also be pointed out that the present R11 experiment is
useful for probing other methine carbons besides 13Ca, that is 13Cb


of Ile, Thr, and Val and 13Cg of Leu. However, the spin-lock carrier
offsets might need to be optimized in each specific case.


One drawback of the 13Ca R11 experiment, compared to the equiva-
lent 15N experiment,[46] is that transverse relaxation is significantly
larger for 13Ca ; this reduces the sensitivity to conformational ex-
change. However, since CSA-mediated autorelaxation is small for
13Ca, the experiment can be advantageously run at higher static
fields without a significant increase in the exchange-free autorelax-
ation rate, leading to improved sensitivity towards conformational
exchange. The resolution in a 15N HSQC is typically superior to that
in the Ca region of a 13C HSQC. However, overlap problems can be
overcome by extending the experiment to include the carbonyl
resonance frequency in a third dimension. Magnetization transfer


to 13C’ is efficient due to the 55 Hz scalar coupling constant, and
the relaxation rate of 13C’ is modest. Reverse accordion strategies
may be employed to alleviate the increase in acquisition time
required for three-dimensional experiments.[47] Overlap in the 1H
dimension with the residual solvent resonance is hard to avoid
unless extreme care is taken to obtain a proton-free sample. In the
present case, we dissolved the sample in 100% D2O, but used
protonated chemicals to adjust the pH.


Sample preparation : Uniformly 13C/15N-enriched E140Q–Tr2C was
obtained by overexpression in Escherichia coli MM294 by using 13C-
glucose and 15NH4Cl as the sole carbon and nitrogen sources. The
NMR sample consisted of 13C/15N-labeled E140Q–Tr2C (1.0 mm)
supplemented with CaCl2 (20 equiv), 2,2-dimethyl-2-silapentane-5-
sulfonic acid (DSS; 100 mm) and NaN3 (200 mm) in 100% D2O at
pH 6.0.Under these conditions, the calcium-saturated state is popu-
lated to >98%.[28]


NMR spectroscopy : All experiments were performed on a Varian
INOVA spectrometer operating at a 1H Larmor frequency of
499.86 MHz. The temperature set point was 28.0 8C. The tempera-
ture was calibrated by measuring the frequency difference be-
tween the DSS and solvent resonances. Heat-compensation pulses
were implemented as described to avoid differential heating for
different RF field strengths and relaxation delays.[48] In all experi-
ments, 67 and 512 complex points were recorded in evolution pe-
riods t1 and t2, respectively. The recycle delay was 1 s. R11 rate con-
stants were measured by using the pulse sequence shown in
Figure 5. The experiment is similar to previously described 15N R11
experiments,[1,11,49] but includes constant-time evolution in t1 to re-
focus scalar couplings with covalently attached aliphatic carbons.[50]


The data were recorded in an interleaved fashion as three-dimen-
sional arrays, where the first and second dimensions correspond to
the t1 and t2 evolution periods, and the third dimension to the re-
laxation delay tSL. Adiabatic alignment of the magnetizations with
their respective effective fields during the spin-lock relaxation
period and subsequent return to the z-axis were achieved by using
tan/tanh RF frequency/amplitude ramps;[51,52] this provides satisfac-
tory alignment at high-RF field strengths.[49] On-resonance experi-
ments were performed with the carrier placed at 58.0 ppm and RF
field strengths of 1026�19 and 2572�109 Hz. In addition, we re-
corded off-resonance experiments using a constant RF spin-lock
field strength of w1=2572 Hz and offsets of W=�500, �250, 250,
500, 1000, 2000, 3000, 4000, 5000, 6000, 8000, 10000, 12000,
15000, and 18000 Hz. Spin-lock field strengths were calibrated as
described previously.[22] For each effective field, the decay was sam-
pled by using nine or ten data points, with the longest relaxation
delay (tSL=300 ms) selected so as to sample the decay beyond
1/R11. Thus, the maximum value of tSL is kept shorter than 1/R1.


[27]


Data processing and analysis : All data were processed by using
nmrPipe.[53] The data were extended by 30 points in t1 by using
linear prediction, apodized in t1 and t2 with cosine and Lorentzian-
to-Gaussian window functions, respectively, and zero-filled to 512
and 4096 points prior to Fourier transformation. Peak volumes
were estimated by summing 3M5 (t1M t2) points centered on the
peak maximum. Extraction of R11 decay rates and exchange param-
eters was performed with in-house software. Monoexponential
functions were fitted to the decays at each tilt angle. The R11 dis-
persion curves were fitted by using both a two-parameter model
that included R1 and R2,0, corresponding to Equation (1) with Rex=
0, and a four-parameter model that included R1, R2,0, tex, and fex,
corresponding to Equations (1) and (4). Individual R11(q, weff) data
points for which Hartmann–Hahn transfer to either C’ or Cb exceed-
ed 1%, as determined from Equation (5), were not included in the


1690 A 2005 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chembiochem.org ChemBioChem 2005, 6, 1685 – 1692


M. Akke, P. Lundstrçm



www.chembiochem.org





optimization of the exchange parameters. F tests were used to
determine the appropriate model; p<0.05 was considered signifi-
cant.[39] Errors in fitted parameters were estimated by Monte-Carlo
simulations[54] or the jack-knife procedure.[55]
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How to Prepare Membrane Proteins for Solid-
State NMR: A Case Study on the a-Helical
Integral Membrane Protein Diacylglycerol
Kinase from E. coli
Mark Lorch,[a] Salem Faham,[b] Christoph Kaiser,[a] Ingrid Weber,[a]


A. James Mason,[a, c] James U. Bowie,[b] and Clemens Glaubitz*[a]


Introduction


The determination of membrane-protein structures is
of undisputed importance. Despite the fact that
genes coding for membrane proteins are estimated
to represent ~30% of genomes,[6] these proteins
make up a tiny proportion of the elucidated struc-
tures (~0.5%).[7,8] X-ray crystallography is by far the
most successful technique for determining 3D struc-
tures of membrane proteins. However, the produc-
tion of diffracting crystals of membrane proteins
often involves decades of accumulated effort. Of the
148 available high-resolution structures of multitopic
membrane proteins, only three have been elucidated
by NMR and five by electron diffraction; the rest
have been derived from X-ray-crystallographic stud-
ies.[8]


Solid-state NMR (SSNMR) has already shown that it is capa-
ble of yielding structural information on insoluble peptides
and proteins. The possibility of a complete de novo structure
determination purely based on MAS-NMR recoupling tech-
niques was first demonstrated for small insoluble peptides.[9, 10]


The techniques have been extended to soluble proteins that
have been studied in the solid-state.[11] A great advantage that
SSNMR has over other means of determining structures for
membrane proteins is that it can be used to study proteins in
a plethora of states. Diffraction methods are limited to study-
ing 2D or 3D crystals and solubilised proteins must be used in
solution NMR (with detergent or organic solvents) in poor
membrane-mimetic environments. SSNMR can utilise all of the
afore-mentioned states (frozen in the case of detergent and or-
ganic-solvent-solubilised proteins) along with proteins that are
reconstituted in lipid bilayers or even aggregated or as fibrils
(Figure 1). The ability to study proteins embedded within a


native-like lipid environment offers further advantages since it
is possible to apply an activity assay directly to the sample
being measured. This can prove that the protein of interest is
in a native conformation. Furthermore, lipid reconstituted sam-


Figure 1. Methods of membrane protein sample preparation and the high resolution
structural techniques that can be used to study them. Detergent-solubilised samples
must be frozen if they are to be studied with SSNMR.


Several studies have demonstrated that it is viable to use micro-
crystalline preparations of water-soluble proteins as samples in
solid-state NMR experiments.[1–5] Here, we investigate whether
this approach holds any potential for studying water-insoluble
systems, namely membrane proteins. For this case study, we have
prepared proteoliposomes and small crystals of the a-helical
membrane-protein diacylglycerol kinase (DGK). Preparations were


characterised by 13C- and 15N-cross-polarization magic-angle
spinning (CPMAS) NMR. It was found that crystalline samples
produce better-resolved spectra than proteoliposomes. This
makes them more suitable for structural NMR experiments. How-
ever, reconstitution is the method of choice for biophysical stud-
ies by solid-state NMR. In addition, we discuss the identification
of lipids bound to membrane-protein crystals by 31P-MAS NMR.
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ples offer the option of investigating the dynamics of the pro-
tein as it binds ligands,[12] negotiates its reaction cycle[13] or re-
sponds to changes in the lipid environment.[14]


SSNMR imposes some strict constraints on sample prepara-
tion. Firstly, protein must be pure and conformationally homo-
geneous. However, the greatest hurdle to overcome is that of
quantity and concentration. To acquire a good quality 1D 15N
spectrum during an overnight measurement requires more
than 0.2 mmol of protein. 2D experiments demand even great-
er quantities in excess of 1 mmol. Given then that the active
volume of a standard SSNMR 4 mm MAS-rotor is approximately
50–70 mL, the protein concentration must be in the order of 3–
20 mm. This means that 2–10 mg of a small 12 kDa membrane
protein has to fit into a MAS rotor. The availability of higher
magnetic fields, cryoprobe technology and better polarisation
enhancement methods, such as dynamic nuclear polarisa-
tion,[15] might significantly increase sensitivity in the future.
However, even if the sensitivity is improved by a factor of 10,
concentration remains an issue, since the proteins have to be
maintained in a natively folded state.
In the case of proteoliposomes, the difficulty of getting a


large quantity of protein into the rotor is compounded by the
presence of lipids. In our laboratory, protein is routinely recon-
stituted at molar protein/lipid ratios of 1:100; this is the high-
est concentration that can be used before one seriously risks
aggregation. Furthermore, approximately 4=5 of the volume of
the rotor can be taken up by lipids.
There are fortunate exceptions where rather high protein


concentrations exist in native membranes, for example, in bac-
teriorhodopsin (ten lipids per protein in purple membrane
patches),[16] the nicotinic acetylcholine receptor (150 lipids per
protein in natural membrane),[17] bovine rhodopsin (67 lipids
per protein in rod membranes)[18] or the light-harvesting com-
plex. These instances are therefore suitable for advanced NMR
studies.[19,20] In general however, the large amount of protein
required for SSNMR experiments necessitates an efficient ex-
pression and purification system. Furthermore, it is vital that a
range of isotope labels can be incorporated into the protein
whilst minimizing the risk of label scrambling and dilution. For
NMR, E. coli and cell free expression systems[21] are highly suita-
ble. Other bacterial systems, such as Lactococcus lactis,[22] have
also shown promise. It is worth noting that initial screens of
sample-preparation conditions will also require a significant
amount of protein. Finding ideal reconstitution conditions will
require the screening of several methods of removing excess
detergent (e.g. , dialysis, biobeads, rapid dilution). Numerous
other factors, including the initial solubilising detergent, final
lipid composition and physical parameters, such as pH and salt
concentration, must also be tested.
One means of overcoming the concentration problem is to


use crystallised protein samples. Whilst this removes many of
the advantages gained from studying proteoliposomes, it can
allow the production of highly concentrated and structurally
homogeneous samples. Indeed this approach has been taken
by several groups that are keen to demonstrate a host of
newly developed SSNMR assignment techniques on biological
samples.[1–5] Due to the difficulties in obtaining suitable


amounts of membrane proteins, these groups have turned to
precipitated or microcrystalline preparations of water-soluble
proteins for which the 3D structures are known. Examples in-
clude lysozyme,[1] streptavidine,[1] ribonuclease A,[1] cytochrome
C,[1] ubiquitine[1–4] or, in the case of precipitants, SH3[11] and
Crh.[5] These groups have shown that both crystalline and pre-
cipitated proteins can yield sharp and well-defined line shapes,
a prerequisite for any high-resolution structural investigations.
To date, these studies have concentrated on proteins that are
known to form diffracting 3D crystals. Therefore, pertinent
questions remain: can these techniques be applied to lower-
quality crystals, a plethora of which will be produced by a crys-
tallographer during the search for a diffracting crystal? Will
these crystals yield the same high-quality spectra as those ob-
served for well-diffracting samples? If so, then applying SSNMR
to crystalline preparations of “difficult” macromolecules, such
as membrane proteins, could provide a significant new ap-
proach to solving 3D structures. Here we aim to address these
questions.
In this study, we present work that was carried out on the


integral membrane protein diacylglycerol kinase (DGK) from
E. coli. The protein consists of 121 amino acids that are postu-
lated to form three transmembrane (TM) helices (Figure 2).[23]


The final active structure is thought to be a trimer.[24] The pro-
tein can be easily over-expressed in E. coli to yield 20–30 mg of
protein per litre of culture.[25]


DGK is typical of many membrane proteins in that it is
highly a-helical[23,26] and does not easily form diffracting crys-
tals. Indeed, years of work by crystallographers have produced
many crystals of this protein. However, none diffract to a high
enough resolution for the determination of 3D structure.[27]


Furthermore, unlike other membrane proteins chosen by
SSNMR spectroscopists, DGK does not naturally form ordered
2D arrays or exist at very high concentrations in the natural
membrane.[28]


Cross-polarization magic-angle spinning (CPMAS) NMR spec-
troscopy of protein crystals provides well-resolved spectra that
allow resonance assignment under solid-state NMR condi-


Figure 2. Predicted topology of DGK. Black dots represent the approximate
position of the leucine residues. Stars represent the approximate position of
Val50 and Ser118 (see text). The SwissProt sequence accession number is
P00556.
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tions.[2, 3] However, to date, nothing has been reported for non-
diffracting crystals or membrane proteins. Here we demon-
strate that DGK nanocrystals—prepared by using the same
precipitation conditions as those required for the growth of
nondiffracting microcrystal—make promising subjects for
SSNMR based protein-structure determination.
We compare the 15N-CPMAS spectra of specifically labelled


residues in crystalline, lipid-reconstituted DGK. Furthermore,
we have prepared selectively and extensively (SE) labelled pro-
tein for 13C-CPMAS and double-quantum-filtered experiments
by using [2-13C] glycerol as the sole carbon source.[29] This
labelling scheme results in fewer resonances and hence in an
increase in resolution. This is due to a reduction in both the
number of overlapping resonances and homonuclear 13C�13C
homogeneous line-broadening.[11,29, 30]


We demonstrate that SE-labelled, nondiffracting, crystalline
protein can be used to acquire high-quality spectra with line-
widths that are comparable to previously published SSNMR
spectra of diffracting crystals.


Results and Discussion


Amino acid-selective labelling for screening sample
preparation conditions


Amino acid-specific labelling of DGK was achieved by expres-
sion in a strain of E. coli that had lesions in the avtA, ilvE and
tyrB genes.[30] These cells are auxotrophic for several amino
acids, including leucine. The cultures were grown in a defined
medium that contained 15N-labelled leucine along with the re-
maining unlabelled amino acids. The use of this expression
system removes any danger of scrambling or dilution of the
label and thus ensures of 100% labelling efficiency. Therefore,
all observed resonances can be attributed to the labelled
amino acids. This results in just twelve resonances from leucine
per protein (Figure 2) and vastly simplifies all spectra. Further-
more, leucine residues are distributed throughout the se-
quence; therefore, the use of this labelling scheme allows us
to probe most of the protein.
There is a considerable reduction in cost when specific label-


ling, as compared to uniform or SE labelling, is performed.
Whilst the latter schemes must be used for structural determi-
nation they are not required for screening sample preparation
conditions. The fact that labelling with 15N leucine costs about
25 times less than SE labelling makes this strategy an attractive
method for initial SSNMR experiments.


Reconstitution for solid-state NMR experiments


DGK was reconstituted into dioleoyl-sn-glycero-3-phosphocho-
line (DOPC) by codissolving lipid and protein in dodecylphos-
phocholine (DPC), which was later removed by extensive dialy-
sis. The initial molar ratio of lipid to protein, prior to dialysis,
was 1:100. The activity of the protein was tested by using a
linked-enzyme assay,[31] which showed an activity of 35 mmol -
min�1mg�1 (Figure 3). This value agrees with those previously
published for 100% active protein.[31] Decreasing the protein:


lipid ratio resulted in lower activities, while increasing it had
no effect. Hence it was decided that a 1:100 protein/lipid ratio
was optimum. Under these conditions, approximately 5 mg of
protein can be placed in a MAS rotor, which is sufficient for
high-quality spectra to be collected during an overnight ex-
periment.


Crystallisation for solid-state NMR experiments


Crystallisation conditions were screened and optimised for
solid-state NMR requirements by using sitting drop vapour dif-
fusion. It was important to find conditions that produced a
large amount of similar crystals while minimizing the amount
of aggregates in the preparation; any degree of aggregation
complicated subsequent NMR spectra. The best crystallisation
was observed when the buffer contained PEG 400 (22.5%) in
Na formate buffer (15 mm), NiCl (10 mm) and MgCl2 (15 mm) or
CaCl2, pH 4.5, together with NaATP (11.8 mm) in the drop. Crys-
tals generally grew in 2–7 days. Typical crystals are shown in
Figure 4. None of the crystals that were grown under these


Figure 3. The activity of ATP-dependent turnover of dibutyrylglycerol was
monitored by a linked assay. The oxidation of NADH by lactate dehydrogen-
ase was followed by measuring absorption at 340 nm.[21,33] The reaction
volume was 105 mL in a 3 mm pathlength cuvette that contained reaction
buffer with DGK (0.51 mgmL�1).


Figure 4. DGK crystals grown by using sitting-drop vapour diffusion in pre-
cipitation buffer that consisted of PEG 400 (22.5%), Na-formate (50 mm,
pH 3.5), MgCl2 (15 mm), NiCl (10 mm). Drops consisted of protein (4.5 mL,
10 mgmL�1) in DDM (0.5%), Tris (20 mm), NaCl (50 mm, pH 7.0), precipitation
buffer (3 mL) and NaATP (1 mL, 100 mm). The nanocrystals were prepared
under the same conditions as the crystals shown here and were used for
solid-state NMR experiments.
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conditions (or under many other conditions) produced X-ray
diffraction patterns.[26]


Solid-state NMR requires milligram quantities of small crys-
tals instead of one large individual crystal. Therefore the crys-
tallisation conditions were both scaled and sped up. Millilitres
of crystallisation mixture were prepared, and the solution was
then evaporated over 2–3 h by using a centrifugal evaporator
to yield a fine white powder. It has previously been demon-
strated that this method can be used to produce nanocrystals
with dimensions less that 100 nm per edge.[1] This study also
reported that there was no discernible difference between the
13C NMR spectra of these nanocrystals compared to crystals
grown in a more conventional fashion.


15N and 13C-MAS NMR


CPMAS spectra of 15N-leucine DGK were collected at a range of
temperatures. The best resolution was obtained at 248 K for
the reconstituted sample (Figure 5a) and at 268 K for the crys-
talline preparation (Figure 5b). The best deconvolution was
achieved by fitting six (Figure 5a) or seven (Figure 5b) Lorent-
zian curves to both spectra. The average peak-width is reduced
by about 33% from 30 Hz to 20 Hz when comparing reconsti-
tuted with crystallised DGK, respectively. This seems surprising
as we can demonstrate the protein to be fully active in the


lipid environment. The broader lines are probably caused by
increased structural heterogeneity at the temperatures chosen
for our experiments. Even very fast sample freezing will result
in an ensemble of frozen states, which cause heterogeneous
line-broadening, whereas the protein is more constrained in a
tightly packed crystal. This might also explain the slightly dif-
ferent chemical-shift distribution of the observed resonances
between both samples. Resonances A and B remain un-
changed; C appears to split into two peaks (�0.3 ppm); D, E
and F are slightly shifted within a range of 0.3–0.5 ppm
(Figure 5). Without an assignment no statement can be made
about the correct fate of each individual resonance in either
sample. However, we assume that these small chemical-shift
changes are due to significantly different packing constraints
and forces in the lipid bilayer, compared to a 3D crystal, that
result in small conformational differences. However, overall
signal distribution remains similar and chemical-shift changes
are small when compared to those observed in the bacterio-


Figure 5. CPMAS spectra of 15N-leucine DGK at 12 kHz of sample spin. a) The
reconstituted sample at 248 K can be accurately deconvoluted by a mini-
mum of six Lorentzian curves at 117.6, 118.86, 120.27, 122.01, 123.69 and
124.2 ppm. b) The nano-crystalline sample at 268 K is fitted best to a mini-
mum of seven Lorentzian curves at 117.22, 117.91, 118.87, 120.58, 122.03,
123.4 and 123.9 ppm. Residuals to the fit are shown below the spectra.
Cross polarization (CP) experiments were performed at 60.88 MHz 15N-
Larmor frequency. Both samples contained approximately 5 mg of protein.
Spectra are the sum of 64000 scans.


Figure 6. 13C-CP-MAS spectra of a) nanocrystalline U-13C, b) SE 13C-labelled
DGK at a sample spin of 12 kHz and 268 K. c) Enlarged region showing side-
chain and a-carbon of SE 13C-DGK (see text for further details). Both spectra
were obtained at 150.92 MHz 13C-Larmor frequency. The MAS rotor con-
tained approximately 5 mg of protein. Spectra were accumulated over 4000
acquisitions.
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rhodopsin ground state, with both N- and O-like in-
termediates.[13] Therefore, we are confident that the
overall similarity of the spectra suggests that the pro-
tein has adopted the same fold in both samples, and
hence it is valid to use crystalline samples further.


13C CPMAS spectra of uniformly SE-labelled crystal-
line DGK samples are compared in Figure 6a and b.
SE labelling improves the line widths and simplifies
the spectrum remarkably. Figure 6c shows the CP-
MAS spectrum of 13C-SE DGK is between �10 and
70 ppm; a region where sharp resonances can be
seen with line widths of approximately 36 Hz. These
data suggest that the natural line width of individual
resonances are good and comparable to the 40 Hz
line width reported for crystals of ubiquitin.[1]


The spectrum can be further simplified with
double-quantum filtering by using excitation times
that are short enough to observe strongly coupled,
that is, directly bonded nuclei within one residue
only. The SE-labelling scheme results in a well-defined
distribution of labels. The only chemically bonded 13C
nuclei are the valine a�b, leucine b�g, isoleucine a�
b or b�g1 carbons. Each isoleucine side chain will
contain either one or the other labelling patterns.
Hence, only resonances corresponding to these car-
bons will appear in a DQF spectrum. Double with
single-quantum coherences in a 2D experiment were
correlated by exciting double-quantum coherences
with POST-C7.[32] Thereby, an initial amino-acid selec-
tive assignment for the relevant spin pairs in valines,
leucines and isoleucines was obtained (Figure 7).[33] In
principle, the results agree with assignments of major
peaks from liquid-state spectra of detergent-solubi-
lised DGK; these are shown above Figure 6c.[26] It
should be noted that the CPMAS spectrum is com-
posed of resonances dominated by 18 alanines, 15
isoleucines, 12 leucines and 15 valines. Together,
these make up almost half of the primary sequence.
The alanines and glycines indicated in Figure 6c have
been identified in DQ-SQ 2D spectra of U-13C DGK
(not shown).
Interestingly, the DQF spectrum (Figure 7) also re-


veals some peaks that correspond to individual reso-
nances. Double-quantum single-quantum correlation
shows that the resonances at 54.7 and 32.45 ppm
belong to a pair of strongly coupled nuclei. Due to
the labelling pattern, these can only be a Ca�Cb cou-
pling in Val or Ile. Both resonances appear at significantly dif-
ferent chemical shifts than the rest of the Val and Ile Ca�Cb
pairs—all of which have chemical shifts that are consistent
with an a-helical conformation.[34] In comparison the resonance
at 54.7 ppm is upfield of the other Ca resonances. It is there-
fore in a region of the spectrum that is consistent with the re-
porting nuclei being in a “random coil” or loop conforma-
tion.[34] Meanwhile the Cb resonance at 32.45 ppm is upfield of
the bulk of the Ile resonances and downfield of the Val reso-
nance. However, a Cb resonance in a loop conformation will


be found downfield of an equivalent resonance in a helical
conformation.[34] Therefore, the Cb at 32.45 ppm must corre-
spond to a Val residue. Previous studies have shown that the
only valine within a loop region of DGK is Val50. Therefore, we
can tentatively assign the peaks at 54.7 and 32.45 ppm to
Val50 Ca and Cb, respectively. A clear correlation between
Val50 Ca and Cb can also be seen in a 2D proton-driven spin-
diffusion experiment of 13C-SE DGK (Figure 7a). This experi-
ment reveals a number of intra- and inter-residue correlations,
which can be used for assignment and structure calculations,


Figure 7. a) 13C-13C PDSD spectrum of SE 13C-DGK at 12 kHz spinning speed, 500 ms
mixing time and 268 K correlated with b) 13C DQ-SQ POST-C7 experiment performed on
SE-13C DGK (see text for details).
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when acquired at different mixing times. For example, Val50
Ca shows a strong cross peak with a Ser Ca.
Resonances belonging to serines (at positions 17, 60, 61, 73,


84, 90, 98, 118) have been identified by using DQ-SQ correla-
tion on uniformly 13C-labelled DGK (not shown). Based on the
predicted DGK topology, only Ser118 would be close enough
in space to Val50. This tentative assignment has to be con-
firmed with 13C/15N labelling, but this clear inter-residue Val–
Ser correlation illustrates the possibility of obtaining long-
range constraints.


Detection of bound lipids in crystals by 31P-CP MAS


A 31P spectrum of nanocrystalline protein, along with a fit to
four Lorentzian peaks is shown in Figure 8c. The spectrum is
dominated by a large peak at 0.35 ppm, three smaller peaks
are evident at 0.52, 0.62 and 0.75 ppm. Since no lipids were
added to the protein at any point during the preparation pro-
cedure the lipid must have copurifed with the protein.


In order to determine whether the protein bound a particu-
lar lipid, the 31P spectrum of the crystals was compared to that
of liposomes that were obtained from a total E. coli lipid ex-
tract (Figure 8a) and those that contained 1,2-dioleoyl-sn-glyc-
ero-3-phosphoethanolamine (DOPE), 1,2-dioleoyl-sn-glycero-3-
[phospho-rac-(1-glycerol)] (DOPG) and cardiolipin (the three
most abundant lipids in E. coli membranes) at a 4:1:1 molar
ratio (8:2:1 with respect to 31P spins; Figure 8b). The total ex-


tract has a large chemical-shift dispersion; single peaks cannot
be resolved. The mixture of lipids gives a well resolved spec-
trum with all three resonances clearly separated. The differen-
ces in linewidth and chemical shift between both spectra are
caused by the distribution of several chain lengths of the lipid
components and their ratio in the E. coli membrane. The four
peaks seen in the 31P spectrum of the crystal give linewidths
that are comparable to the individual lipids in the mixture
shown in Fiure 8b. This suggests that specific lipids are bound
to the protein. Furthermore, the relative size of the lipid peaks
in the crystal sample suggests that the protein binds one par-
ticular lipid with a greater affinity than others. However, identi-
fying the bound lipids is not possible since bound and free
forms might have different chemical shifts.
Since the lipid is purified from the bacteria along with the


protein, it too will be subject to isotope enrichment. Therefore,
resonances derived from the lipid will contribute and compli-
cate any spectra. Thus, information concerning bound lipids is
vital when attempting to make resonance assignment. Further-
more, the presence of lipids could be an important factor that
governs the crystallisation process. If it is demonstrated that
lipids are tightly bound to a membrane protein, it would then
be prudent to introduce lipids to the protein during crystallisa-
tion trials so as to ensure a homogeneous sample of protein–
lipid complexes.


Conclusion


Here we have studied a water-insoluble, multitopic, integral, a-
helical membrane protein that does not naturally form ordered
arrays or exist in a membrane at high concentrations. There-
fore, it represents a more general test case than other systems
commonly used as membrane protein models for SSNMR, such
as, bacteriorhodopsin.[13,35, 36] SSNMR has been shown to pro-
vide valuable information when studying systems such as coli-
cin[37,38] or membrane-bound peptides.[39,40,41] Our experiments
show that sample preparation contraints can be successfully
overcome with multitopic membrane proteins.
We have demonstrated a cost effective, auxotroph based,


specific amino acid-labelling scheme that can be used to
screen samples in preparation for SSNMR experiments. Further-
more, this labelling scheme could be used to obtain specific
amino-acid structural or dynamic information. The application
of this labelling scheme shows that nanocrystalline protein
samples yield superior spectra when compared to fully active
reconstituted protein.
The crystal samples also appear to offer a significant advant-


age over proteoliposomes with respect to protein concentra-
tion. The active volume of the MAS rotor is completely filled
by 5 mg of DGK that is reconstituted into DOPC liposomes, at
a molar ratio of 1:100. However, 5–10 mg of nanocrystalline
protein (as used in the 13C experiments) still leaves room for
more sample. Hence, even when resolution is not an issue it
might be advantageous to use crystalline samples.
The nanocrystalline samples can be used to obtain high-


quality SSNMR spectra of membrane proteins. However, the
crystallisation conditions used here were chosen for the homo-


Figure 8. a) Proton-decoupled 31P MAS spectra of E. coli lipids, b) DOPE (PE),
cardiolipin (CL) and DOPG (PG), mixture at 4:1:1 molar ratio and c) nanocrys-
talline DGK with four individual Lorentzian curves. 31P measurements were
carried out at 242.89 MHz 31P-Larmor frequency, 273 K and at 12 kHz sample
spin.
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geneity of the samples that they produced, that is, uniformly
shaped crystals mixed with little or no precipitate. Therefore, it
might prove worth while to screen crystallisation conditions
and ascertain whether they have some bearing on the quality
of the spectra. Still further improvements to the quality of the
spectra can be gleaned from more advanced NMR techniques
and technologies, such as J decoupling or higher field spec-
trometers. Nevertheless, present samples give promising spec-
tra compared to those obtained from SSNMR experiments of
water soluble proteins, for which full assignments[3,5,42] and
one protein structure have been obtained.[21]


We have also shown that SSNMR is a useful technique for
demonstrating the presence of strongly bound lipids; an ob-
servation that could be important to crystallographers for set-
ting up crystal trials, and NMR spectroscopists for assigning
spectra.
Nondiffracting crystals are considerably easier to produce


than the high-quality crystals required for X-ray diffraction
structural determinations. Sample preparation conditions for
3D crystallisation are also easier to screen than for 2D crystals.
For example, this group has produced crystals of a small multi-
drug transporter from Mycobacterium tuberculosis from initial
crystal trials.[43] To date, these poor crystals have been of little
or no use for diffraction experiments. However, it is apparent
that crystalline samples produce excellent line widths in
SSNMR experiments. Hence, nondiffracting crystals could be of
significance to SSNMR spectroscopy and provide a valuable
complementary technique to X-ray crystallography and elec-
tron microscopy. Indeed, if the methods suggested here can
be generalised, then they represent a significant new approach
for investigating membrane-protein structures.


Experimental Section


The CT19 BL(21) auxotrophic E. coli strain was a gift from D. Waugh
(National Cancer Institute, Frederick, USA), DGK expression plasmid
was from C. Sanders (Vanderbilt University, USA) and dibutyrylgly-
cerol (DBG) from P. Booth and A. Seddon (University of Bristol, UK).
n-Dodecyl b-d-maltoside (DDM), DPC and octyl b-d-glucopyrano-
side (OG) were purchased from Anatrace (Anatrace (Maumee, OH,
USA); Ni-NTA agarose was from QIAgen. All lipids were purchased
from Avanti Polar Lipids (Alabaster, Alabama. USA); 15N leucine and
[2-13C] glycerol were from Cambridge Isotopes (Cambridge, MA,
USA) and all other chemicals from Sigma–Aldrich.


Over-expression and purification of DGK : His-tagged DGK (Swiss-
Prot sequence accession number P00556) was over-expressed in
either an auxotrophic E. coli BL(21) strains that had ilvE-, tyrB-,
aspC-, avtA-, and trpB lesions[12] or BL(21) depending on whether
selective labelling was required. To achieve amino-acid specific or
SE labelling, cells were grown in either defined media[44] or M9
media with [2-13C] glycerol or 13C-glucose as the sole carbon
source, respectively. Growth and expression conditions were car-
ried out as described previously.[25,45] Protein was purified into
either DDM or DPC as described.[25,46]


The concentration of DGK was determined at A280 by using an ex-
tinction coeffiecient of 1.8 mg�1 cm�1, as determined from the tryp-
tophan, tyrosine and phenylalanine content of the protein. Protein
eluted into DDM was frozen in liquid nitrogen and stored at


�80 8C. Protein eluted into DPC was immediately reconstituted
into DOPC vesicles. The purity of DGK was judged to be better
than 95% by SDS-PAGE.


Reconstitution : DGK was reconstituted as described previously[31]


with slight modifications. Briefly, a DOPC/DPC mixture at 1:2 molar
ratio was subjected to ~5 freeze thaw cycles until it was clear.
DGK in DPC (0.5%) was mixed with DOPC/DPC mixture to give a
lipid/protein molar ratio of 1:100. Detergent was removed by ex-
tensive dialysis (5–7 days and four buffer changes) against HEPES
(50 mm), MgCl2 (10 mm), NaATP (2 mm), EDTA (1 mm), DTT
(0.2 mm), pH 7.0. The proteoliposomes were subjected to an
enzyme activity assay,[45,46] then frozen in liquid nitrogen and
stored at �80 8C.


Activity assay : DGK activity was determined by a linked-enzyme
assay, as previously described.[31] In this assay, the DGK reaction is
linked to the conversion of NADH to NAD+ by pyruvate kinase
(PK) and lactate dehydrogenase (LDH). DGK activity is thus moni-
tored by the decrease in NADH absorption at 340 nm. LDH/PK
were added to the assay buffer and incubated at 30 8C for 5 min
prior to the addition of DGK. The change in NADH absorption at
340 nm was monitored by using a Jasco UV/Vis with a path-length
of 3 mm and a band-with of 2 nm.


Crystallization procedures : DGK (5–10 mg�1 mL�1) in sodium
phosphate (50 mm), NaCl (0.3m), imidazole (250 mm), DDM (0.5%,
9.5 mm), pH 7.5, was buffer exchanged into DDM (0.5%, 9.5 mm),
Tris (20 mm), NaCl (50 mm), pH 7.0, by using Amicon 50 kDa cut-off
filters in a stirring pressure concentrator. The following precipita-
tion buffers were used to test crystal growth conditions for each
batch of protein: Na-formate (50 mm) pH 3.5 or Na-acetate
(50 mm), pH 4.5, PEG 400 or 1500 (22.5%, v/v), CaCl2 or MgCl2
(15 mm), Zn-acetate or NiCl2 (10 mm). Sitting drops consisted of
protein (4.5 mL), precipitation buffer (3 mL) and NaATP (100 mm,
1 mL). Crystals were grown at 25 8C for 2–7 days. The best growth
conditions were selected by observing when the most crystals
with the least amount of aggregated protein were produced.
Nanocrystals were then grown by mixing protein (450 mL) with the
appropriate precipitation buffer (300 mL) and NaATP (100 mL,
100 mm). The mixture was rapidly concentrated to ~400 mL in a
centrifugal evaporator. The resulting crystals were packed into a
4 mm MAS rotor.


Preparation of liposomes : DOPE, DOPG and 1,1’,2,2’-tetraoleoyl
cardiolipin at a molar ratio of 4:1:1 (equivalent to equimolar phos-
phate) were codissolved in chloroform. The solvent was removed
under hard vacuum (~0.05 mbar), overnight. The lipid mixture or
E. coli lipids were resuspended in HEPES (50 mm), MgCl2 (15 mm),
pH 7.0. Unilamellar vesicles were made by extrusion to 100 nm di-
ameter. The resulting liposomes were sedimented and packed into
a 4 mm MAS rotor.


Solid-state NMR : All experiments were performed on a Bruker
Avance 600 equipped with a 4 mm MAS DVT probe.


Cross polarization (CP) experiments were performed at 60.88 MHz
or 150.92 MHz, for 15N and 13C, respectively. An 80–100% ramped
proton pulse of 750 ms for 15N and 1.5 ms for 13C was used during
the Hartmann–Hahn match. Heteronuclear proton decoupling of
typically 70 kHz was applied during a 49 ms acquisition time. The
recycle delay time was 1.3 s and 2 s for 15N and 13C, respectively.
Spectra were zero filled to 16000 points and referenced externally
to the 15N resonance of N-acetyl leucine at 128.77 ppm or 13C car-
bonyl resonance of glycine at 170.03 ppm.
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All measurements were carried out at sample spinning of 12 kHz. A
number of experiments were performed between 233 and 283 K
with 10 K increments. The highest resolutions were achieved at
248 K for the reconstituted sample and 268 K for the crystals. All
subsequent measurements were carried out at these temperatures.
Temperatures were measured externally; hence the actual sample
temperature might be higher due to friction effects produced by
fast sample spinning.


Two-dimensional 13C-13C proton driven spin diffusion (PDSD) ex-
periments were recorded by using 500 ms mixing time with 448
increments and 512 acquisitions.


13C double-quantum single-quantum correlation was achieved by
using the POST-C7 experiment at 9 kHz spinning speed.[32] Experi-
mental parameters were the same as those for cross polarisation,
but with 110 kHz proton decoupling that was applied during
507.8 ms double-quantum excitation and reconversion with 256
increments and 712 scans.


31P measurements were carried out at 242.89 MHz. Spectra were
collected by using single-pulse, proton-decoupled MAS experi-
ments. Proton decoupling at approximately 100 kHz was used over
the whole acquisition time of 49 ms. Spectra were referenced to
85% phosphoric acid at 0 ppm. All samples were measured at 68 K
and 12 kHz sample spinning.


All Spectra were processed by using XWIN-NMR (Bruker BioSpin)
and Sparky.[47]
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